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In Memoriam

Rumen Maleev (1943�2019)

Professor Rumen Maleev passed away on December 16, 2019. With more than
forty years service in So�a University, he will be remembered by his colleagues,
friends and students as one of the most distinguished Professors in the Faculty
of Mathematics and Informatics. We present here a short CV of Rumen Maleev,
followed by a paper (in Bulgarian) of Academician Stanimir Troyanski, who shares
some memories about his long-term friendship and collaboration with Rumen Maleev.
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CURRICULUM VITAE
of

Roumen Maleev

Date and place of birth:

August 17, 1943, Samokov, Bulgaria

Spoken foreign languages:

English, Russian, Romanian, German, French

Education, Degrees:

• Ms.C., University of Bucharest, Bucharest, Romania, 1967

• Ph.D., So�a University, So�a, Bulgaria, 1975

• D.Sc., So�a University, So�a, Bulgaria, 1996

Specialzations:

• Moscow State University, Moscow, Russia, Academic year 1971/72

• Warsaw University, Warsaw, Poland, February � April, 1982

Professional experience:

• Researcher, Institute of Mathematics and Informatics, Bulgarian Academy of
Sciences, So�a, Bulgaria, 1967 - 1969

• Assistant Professor, Faculty of Mathematics and Informatics, So�a University,
So�a, Bulgaria, 1970 - 1983

• Associate Professor, Faculty of Mathematics and Informatics, So�a University,
So�a, Bulgaria, 1983 - 2006

• Full Professor, Faculty of Mathematics and Informatics, So�a University,
So�a, Bulgaria, 2006 � 2011

Visiting positions:

• South Florida University,Tampa, Florida, USA, Spring semester 1991

• Athens University, Athens, Greece May �June, 1997

Administrative positions:

• Deputy Dean of the Faculty of Mathematics and Informatics, So�a University,
So�a, Bulgaria, 1989 � 1995
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• Head of the Department of Mathematical Analysis of the Faculty of Mathematics
and Informatics, So�a University, So�a, Bulgaria, 1998 � 2000

• Member of the Specialized Scienti�c Council on Mathematics and Mechanics,
1995 � 2004

• Vice President of the Specialized Scienti�c Council on Mathematics and
Mechanics, 1998 � 2004

• Secretary of the Scienti�c Commission for degrees and positions in Mathematics
and Mechanics, 2003 � 2006

• Vice President of the Scienti�c Commission for degrees and positions in
Mathematics and Mechanics, 2006 � 2009
Member of the Scienti�c Commission on Mathematics and Mechanics of the
National Scienti�c Fund, 2010 �2012

• Elections expert in missions of Organization for Security and Cooperation in
Europe(OSCE), 1997 � 2012

Research interests:

Geometry of Banach spaces, Approximation theory, Numerical analysis

List of selected publications

1. R. Maleev, An iterative method for equations with monotonic operators,
USSR Comput. Math. Math. Phys., 13 (1973), 280�286.

2. R. Maleev, S. Troyanski, The moduli of convexity and smoothness of the
spaces Lp,q, Annuare Univ. So�a Math., 66 (1974), 331�339, (Russian).

3. R. Maleev, S. Troyanski, Unconditionally convergent and absolutely divergent
series in Orlicz spaces, C. R. Acad. Bulg. Sci., 27 (1974), 1029�1032, (Russian).

4. R. Maleev, S. Troyanski, On the moduli of convexity and smoothness in Orlicz
spaces, Studia Math., 54 (1975), 131�141.

5. R. Maleev, On conditionally convergent series in Orlicz spaces LM , Serdica,
1 (1975), 178�182, (Russian).

6. R.Maleev, S.Markov, D.Vandev, Least square approximations using Hausdor�
metric, in: Mathematics and Education in Mathematics, 5-th Spring Conf.

Bulg. Math. Union, Gabrovo, April 1975, Publ. House of BAS, So�a, 1990.

7. R. Maleev, On conditionally convergent series in Banach lattice, C. R. Acad.
Bulg. Sci., 32 (1979), 1015�1018.

8. A. Andreev, R. Maleev, Error estimation of the �nite element method for one
dimentional �nite problems, Serdica, 6 (1980), 278�283.
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9. R. Maleev, S. Troyanski, Order moduli of convexity and smoothness, Funct.
Anal. Appl., 17 (1983), 231�233.

10. R. Maleev, S. Troyanski, On cotypes of Banach lattices, in: Constructive
Function Theory'81, BAS, So�a 1983, 429�441.

11. R. Maleev, S. Troyanski, Smooth functions in Orlicz spaces, Contemporary

Math., 85 (1989), 355�370.

12. R. Maleev, Korovkin Theorem in rearrangement invariant function spaces, in:
Constructive Function Theory'84, BAS, So�a 1984, 578�582.

13. R. Maleev, S. Troyanski, Smooth norms in Orlicz spaces, Canad. Math. Bull.,
34 (1991), 74�82.

14. R. Maleev, Norms of best smoothness in Orlicz spaces, Zeitschrift Anal.

Anwendungen, 12 (1993), 123�135.

15. R. Maleev, Higher order uniformly G�ateaux di�erentiable norms in Orlicz
spaces, Rocky Mount. Math. J., 25 (1995), 1117�1136.

16. R. Gonzalo, R. Maleev, Smooth functions in Orlicz function spaces, Arch.
Math., 69 (1997), 136�145.

17. R. Maleev, G. Nedev, B. Zlatanov, G�ateaux di�erentiability of bump functions
in Banach spaces, J. Math. Anal. Appl., 240 (1999), 311�323.

18. R. Maleev, B. Zlatanov, Cotype of weighted Orlicz sequence spaces, C. R.
Bulg. Acad. Sci., 53, no. 3 (2000), 9�12.

19. R. Maleev, B. Zlatanov, Smoothness in Musielak�Orlicz sequence spaces, C.
R. Bulg. Acad. Sci., 55, no. 6 (2002), 11�16.

20. R. Maleev, B. Zlatanov, G�ateaux di�erentiable norms in Musielak-Orlicz
spaces, Math. Balk., 20 (2006), 299�313.

Textbooks:

1. Bl. Sendov, R. Maleev, S. Markov, Mathematics for Biologists, So�a, 1981,
Nauka i Izkustvo, (Bulgarian).

2. Bl. Sendov, R. Maleev, S. Markov, S. Tashev, Mathematics for Biologists,
So�a, 1991, Publ. House of So�a University, (Bulgarian).

3. P. Djakov, R. Levy, R. Maleev, S.Troyanski,Di�erential and Integral Calculus.
Functions of One Variable, Demetra, So�a, 2004, (Bulgarian).
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ÐÀÇÍÎÏÎÑÎ×ÍÈ ÑÏÎÌÅÍÈ ÇÀ ÐÓÌÅÍ ÌÀËÅÅÂ � ÏÐÈßÒÅËß

È ÊÎËÅÃÀÒÀ

ÑÒÀÍÈÌÈÐ ÒÐÎßÍÑÊÈ

Ðóìåí å ðîäåí íà 17 àâãóñò 1943 ã. â ãð. Ñàìîêîâ â ñåìåéñòâîòî íà îêî-
ëèéñêèÿ èíæåíåð Õàíñ-Ïåòúð Ìàëååâ. Áàùà ìó å îò ñìåñåí áðàê. Íåãîâàòà
ìàéêà (áàáàòà íà Ðóìåí) å íåìêèíÿ, äúùåðÿ íà ïðîôåñîð îò Áåðëèí. Äÿäîòî
íà Ðóìåí, Èâàí Ìàëååâ, çàâúðøâà ìåäèöèíà âúâ Ôðàíöèÿ è ñïåöèàëèçèðà ïå-
äèàòðèÿ â Áåðëèí. Çàïàëåí òóðèñò, òîé å ïúðâèÿò áúëãàðèí, êîéòî ïðåç 1903 ã.
èçêà÷âà Ìîíáëàí.

Ñëåä çàâðúùàíåòî ñè â Áúëãàðèÿ îñíîâàâà Ìóçèêàëíîòî äðóæåñòâî â Ñî-
ôèÿ, êîåòî å ïðåäøåñòâåíèê íà Áúëãàðñêîòî Ìóçèêàëíî äðóæåñòâî. Öåëîãî-
äèøíî èìà çàïàçåíà ëîæà â Ñîôèéñêàòà Îïåðà.

Ïîëàãà ãîëåìè óñèëèÿ çà ðàçïðîñòðàíÿâàíå íà çäðàâíà êóëòóðà. Èçäàâà
ïúðâèÿ �Äîìàøåí ëåêàð� ïðåç 1927 ã. è äúëãè ãîäèíè ñå áîðè çà îòêðèâàíå
íà ëåêàðñêè êàáèíåòè â ó÷èëèùàòà. Èâàí Ìàëååâ è Àííà (áàáàòà íåìêèíÿ)
èäâàò â Áúëãàðèÿ, ðàæäàò èì ñå òðè ìîì÷åòà, êîèòî ïîëó÷àâàò íåìñêî âúçïè-
òàíèå. Íàé-ãîëåìèÿò ñèí å áàùàòà íà Ðóìåí, çàâúðøèë Technische Hochschule
â Áåðëèí, ñïåöèàëíîñò ñòðîèòåëíî èíæåíåðñòâî.

Óñåòèõ íåìñêîòî âúçïèòàíèå îùå ñúñ çàïîçíàâàíåòî ìè ñ áàùàòà íà Ðóìåí.
Òîé ñå óñìèõíà, ïîäàäå ìè ðúêà è ïîïèòà �Ùå ïèåø ëè áèðà�? Íåùî èçìðúíêàõ.
Òîé ìè êàçà: Èìà äâà îòãîâîðà: �Äà, ìîëÿ!� è �Íå, áëàãîäàðÿ!�.

Ìàêàð è �äå þðå� áàùàòà íà Ðóìåí äà íå å çàñåãíàò îò òàêà íàðå÷åíè-
òå �ìåðîïðèÿòèÿ íà íàðîäíàòà âëàñò�, òî íà ïðàêòèêà ñúáèòèÿòà ñëåä 1944 ã.
ïðîìåíÿò æèâîòà íà ñåìåéñòâîòî. Áàùàòà íà Ðóìåí ñúêðàùàâà èìåòî ñè îò
Õàíñ-Ïåòúð íà Ïåòúð, çàãóáâà ïðàâîòî äà ðàáîòè êàòî èíæåíåð è å ïðàòåí
áðèãàäèð â ñòðîÿùèÿ ñå Äèìèòðîâãðàä. Ñëåä âðúùàíåòî ñè â Ñîôèÿ ñâèðè
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â îðêåñòúðà íà Ìóçèêàëíèÿ òåàòúð. Ñëåä âúçñòàíîâÿâàíåòî íà èíæåíåðíèòå
ïðàâà, ðàáîòè è ñå ïåíñèîíèðà êàòî îáèêíîâåí èíæåíåð, âúïðåêè ÷å å îò âî-
äåùèòå ñïåöèàëèñòè. È âñè÷êî òîâà, çàùîòî ïðîèçõîæäà îò íåìñêî ñåìåéñòâî.
Âñå ïàê ðåäèöà íåñòàíäàðòíè ñòðîèòåëíè îáåêòè ñà ìèíàëè ïðåç ðúöåòå íà áà-
ùàòà íà Ðóìåí. Ñïîìíÿì ñè êàê èíæ. Ìàëååâ îáñúæäàøå ñ íàñ (Ðóìåí è ìåí)
ïîñòðîÿâàíåòî íà ïúðâàòà ñêè-ïèñòà çà ñêîêîâå â Áúëãàðèÿ, êàê äà îïòèìèçèðà
äúëæèíàòà è ñ êàêâè êðèâè äà íàïðàâè ñêè øàíöàòà, òàêà ÷å äà ñå óâåëè÷è
ñêîðîñòòà, à îò òàì äúëæèíàòà íà ñêîêà.

Ñ Ðóìåí ñå çàïîçíàõ ïðåç åñåíòà íà äàëå÷íàòà 1967 ãîäèíà. È äâàìàòà òîêó-
ùî áÿõìå ïîñòúïèëè íà ðàáîòà â Ìàòåìàòè÷åñêèÿ Èíñòèòóò íà ÁÀÍ. ×àñò îò
Èíñòèòóòà ñå íàìèðàøå â åäíà äâóåòàæíà ñãðàäà â Áîðèñîâàòà ãðàäèíà â íà-
÷àëîòî íà óë. Ëàòèíêà, êâ. Èçòîê, ñðåùó áëîêà, â êîéòî æèâååøå òîãàâàøíèÿò
Äèðåêòîð íà Èíñòèòóòà ïðîô. Ë. Èëèåâ. Íà ïúðâèÿò åòàæ áÿõà êàáèíåòèòå
íà ïî-ñòàðèòå ñúòðóäíèöè, À. Îáðåòåíîâ, À. Àí÷åâ, Ï. Ðóñåâ, Â. ×àêàëîâ, Å.
Äèìèòðîâ, Â. Ñïèðèäîíîâ è äðóãè. Íà âòîðèÿ åòàæ áÿõà êàáèíåòèòå íà ìëàäè-
òå. Â åäíà ãîëÿìà ñòàÿ èìàøå 6-7 áþðà. Òàì ðàáîòåõà Ì. Óçóíîâ, Ö. Èãíàòîâ,
Ä. Äèìèòðîâ, íèå ñ Ðóìåí è äðóãè, íà êîèòî âå÷å íå ïîìíÿ èìåíàòà. Îñíîâ-
íàòà ãðóïà, èçâåñòíè äíåñ áúëãàðñêè ìàòåìàòèöè, áÿõà àñïèðàíòè â Ìîñêâà,
Ñàíêò Ïåòåðáóðã è äð. Íèå ñ Ðóìåí õîäåõìå íà ðàáîòà ñëåäîáåä. Ñúñ ñåðèîç-
íà ìàòåìàòèêà íå ñå çàíèìàâàõìå, îïîçíàâàõìå ñå, ðàçêàçâàõìå ñè êîé êúäå
å çàâúðøèë, êàêâî å ñïåöèàëèçèðàë. Ðóìåí áåøå çàâúðøèë Áóêóðåùêèÿ Óíè-
âåðñèòåò, ñïåöèàëíîñò � ìåõàíèêà. Àç � Õàðêîâñêèÿ óíèâåðñèòåò, ñïåöèàëíîñò
� ìàòåìàòèêà. Åäèí ñëåäîáåä, êàòî îòèäîõ íà Ëàòèíêà, âèäÿõ Ðóìåí ÿäîñàí.
Íÿêîé áåøå �èçãðàâèðàë� îòçàä íà ñòîëà ìó: ÌÀËÅÅÂÀ- ÆÈÂÊÎÂÀ ñ ãëàâíè
áóêâè. Ñúùàòàòà âå÷åð íà ÷àøà âèíî òîé ìè ðàçêàçà ïî-ïîäðîáíî çà ñåìåéñò-
âîòî ñè.

Ïðåç äåêåìâðè 1967 ã. âëÿçîõìå â êàçàðìàòà. Çà íàø êúñìåò ñå îêàçàõìå â
åäíî îòäåëåíèå, â ðîòà Èíæåíåðíè âîéñêè, ïî-òî÷íî ñòðîèòåëñòâî íà ïúòèùà è
ìîñòîâå. Êàêòî ñòàâà â àðìèÿòà, âñè÷êî å áúðêîòèÿ, íî òîâà íå íè ïðå÷åøå. Çà-
ïîçíàõìå ñå ñ èíòåðåñíè ëè÷íîñòè. Ñ íàñ ñëóæåõà: Ëþáîìèð Ôèëèïîâ, áúäåù
Óïðàâèòåë íà Áúëãàðñêà Íàðîäíà Áàíêà, Äîí÷î Êîíàê÷èåâ, áúäåù âèöåïðå-
ìèåð â ïðàâèòåëñòâîòî íà Æàí Âèäåíîâ, Òîäîð Ãè÷åâ, ïî-êúñíî ïðîôåñîð â
Óíèâåðñèòåòà ïî Àðõèòåêòóðà, Ñòðîèòåëñòâî è Ãåîäåçèÿ, . . . . Êàêòî ìîæåòå äà
ñè ïðåäñòàâèòå, íèå ìàòåìàòèöèòå íèùî íå ðàçáèðàõìå îò ñòðîèòåëñòâî, íî è
äâàìàòà íèòî âíèìàâàõìå íà �ëåêöèèòå�, íèòî ÷åòÿõìå ó÷åáíèöèòå ïî âðåìå íà
ñàìîïîäãîòîâêà. Èçîáùî áÿõìå åòàëîí çà íåñðåòíèöè. Âåäíúæ Òîäîð Ãè÷åâ ñå
îïëàêà îò íàñ ïî âðåìå íà ëåêöèè: �Äðóãàðþ Ïåøëååâñêè, Ìàëååâ è Òðîÿíñêè
íåïðåêúñíàòî ñè ïðèêàçâàò è ìè ïðå÷àò äà çàïèñâàì!�. Âñå ïàê Ðóìåí, êîé-
òî áåøå ïîëó÷èë ñåðèîçíî îáðàçîâàíèå ïî ìåõàíèêà, è èìàøå äîïúëíèòåëíè
ïîçíàíèÿ îò áàùà ñè è áðàò ñè, ñúùî ñòðîèòåëåí èíæåíåð, íåùî íàçíàéâàøå
è ñ íåãîâà ïîìîù è äâàìàòà âçåõìå èçïèòèòå áåç äà ñëóøàìå �ëåêöèèòå� è íè
ïðîèçâåäîõà ìëàäøè ëåéòåíàíòè. Ñëó÷àéíî Ðóìåí ïðî÷åòå õàðàêòåðèñòèêàòà,
êîÿòî ìó áÿõà äàëè â êàçàðìàòà: Óìåí, îáðàçîâàí, íî ñêëîíåí äà óìóâà!
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Â êàçàðìàòà ñòàíàõìå ïðèÿòåëè, íà îáåä ñå óâèâàõìå çàåäíî ïëúòíî ñ îäå-
ÿëà, çà äà ñå ñòîïëèì. Â îãðîìíîòî ñïàëíî ïîìåùåíèå áåøå ìíîãî ñòóäåíî.

Ñëåä êàçàðìàòà íàøåòî ïðèÿòåëñòâî ïðîäúëæè, íÿêàê ñè ñòàíàõìå ïî-
áëèçêè, âúïðåêè ÷å íàó÷íèòå íè èíòåðåñè áÿõà òâúðäå ðàçëè÷íè. Ðóìåí áåøå
çàäî÷åí àñïèðàíò ïî ìåõàíèêà â Áóêóðåù. Ïî îíîâà âðåìå ñïåöèàëèñòèòå ïî
ìåõàíèêà áÿõà òâúðäå ìíîãî, áëàãîäàðåíèå íà íåèç÷åðïàåìèÿ åíòóñèàçúì íà
ïðîô. Á. Äîëàï÷èåâ. Íÿêîè îò ìëàäèòå ìåõàíèöè ñå ïðåîðåíòèðàõà êúì äðóãè
îáëàñòè íà ìàòåìàòèêàòà (íàïð. Å. Õðèñòîâ, Ê. Êèð÷åâ, Í. Íèêèôîðîâ è äð.).
Ðóìåí ñòàíà àñèñòåíò â êàòåäðàòà ïî Ìàòåìàòè÷åñêî Ìîäåëèðàíå è çàïî÷íà äà
ñå èíòåðåñóâà îò ×èñëåíè Ìåòîäè è Òåîðèÿ íà àïðîêñèìàöèèòå. Ñïåöèàëèçèðà
×èñëåíè ìåòîäè åäíà ãîäèíà â Ìîñêîâñêèÿ Óíèâåðñèòåò, ïîä ðúêîâîäñòâîòî
íà ïðîô. À. Ã. Äüÿêîíîâ, ïóáëèêóâà ñòàòèÿ â Æóðíàë âû÷èñëèòåëüíîé ìà-
òåìàòèêè è ìàòåìàòè÷åñêîé ôèçèêè. Ïîñòåïåííî, Òåîðèÿ íà ôóíêöèèòå ñòàíà
ïðåñå÷íàòà òî÷êà íà íàøèòå íàó÷íè èíòåðåñè. Èíòåíçèâíî çàïî÷íàõìå äà ðàáî-
òèì çàåäíî ïî çàäà÷è îò Ãåîìåòðèÿ íà Áàíàõîâèòå ïðîñòðàíñòâà, â êîèòî âàæåí
àïàðàò å Êîíñòðóêòèâíàòà òåîðèÿ íà Ôóíêöèèòå. Íàìåðèõìå àñèìïòîòè÷åñêè
îöåíêè çà ðàçëè÷íè õàðàêòåðèñòèêè çà ãëàäêîñò è èçïúêíàëîñò íà åäèíè÷íîòî
êúëáî íà Áàíàõîâè ïðîñòðàíñòâà. Ùå èëþñòðèðàì êàçàíîòî ñ åäèí ïðèìåð.
Ïîëó÷èõìå àñèìïòîòè÷åñêè îöåíêè çà ìîäóëa íà èçïúêíàëîñò âúâ ôóíêöèî-
íàëíèòå ïðîñòðàíñòâàòà íà Îðëè÷ LM [0, 1]. Ïî òî÷íî äîêàçàõìå, ÷å ñúùåñòâóâà
ôóíêöèÿ íà Îðëè÷ N , åêâèâàëåíòíà â áåçêðàéíîñòòà íà M , òàêàâà ÷å

δX(ε) ≥ CMε
2 inf

{
M(uν)

u2M(ν)
: ε ≤ u ≤ 1 ≤ ν

}
,

êúäåòî X å ïðîñòðàíñòâîòî LM [0, 1], ñíàáäåíî ñ íîðìà ‖ · ‖N , ïîðîäåíà îò ôóí-
êöèÿòà N , a êîíñòàíòàòà CM , çàâèñåùà ñàìî îò M , å ïîëîæèòåëíà òîãàâà è
ñàìî òîãàâà, êîãàòî

lim inf
t→∞

(
tM ′(t)

M(t)

)
> 1 .

Âïîñëåäñòâèå ñå îêàçà, ÷å îò ðàáîòèòå íà T. Figiel è G. Pisier ñëåäâà, ÷å ïîëó-
÷åíàòà îöåíêà å òî÷íà ïî ïîðÿäúê â êëàñà îò åêâèâàëåíòíè íîðìè â LM [0, 1].
Ðóìåí ïðîäúëæè èçñëåäâàíèÿòà çà äèôåðåíöèðóåìîñò ïî Ôðåøå è Ãàòî îò ïî-
âèñîê ðåä íà íîðìèòå â ïðîñòðàíñòâàòà íà Îðëè÷ è òåõíèòå îáîáùåíèÿ. Ìàêàð
è íå ìíîãîáðîéíè, ðàáîòèòå íà Ðóìåí ñà ïóáëèêóâàíè â èçâåñòíèòå ñïåöèàëè-
çèðàíè ñïèñàíèÿ ïî Àíàëèç è ïî-ñïåöèàëíî ïî Ôóêöèîíàëåí Àíàëèç: Studia
Math., Functional Analysis and Appl., J. Math. Analysis and Appl., Arch. Math.,
Zeitschrift Anal. Anwend., êàêòî è â èçäàíèÿ íà Àìåðèêàíñêîòî è Êàíàäñêîòî
Ìàòåìàòè÷åñêè îáùåñòâà. Íåãîâèòå ðåçóëòàòè íå îñòàâàò íåçàáåëÿçàíè, ñïî-
ìåíàòè ñà â ïîâå÷åòî ìîíîãðàôèè ïî Ãåîìåòðèÿ íà Áàíàõîâèòå ïðîñòðàíñòâà:
�Classical Banach spaces� íà J. Lindenstrass, L.Tzafriri, �Series and sequences in
Banach spaces� íà J.Diestel, �Smoothnes and renormings in Banach spaces� íà
R.Deville, G.Godefroy, V. Zizler è ìíîãî äðóãè. Îöåíêèòå çà îñòàòú÷íèÿ ÷ëåí
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âúâ ôîðìóëàòà çà ðàçâèòèå ïî Òåéëîð íà íîðìàòà â LM [0, 1] ñà èçëîæåíè ïîä-
ðîáíî, ñ äîêàçàòåëñòâà â ìîíîãðàôèÿòà íà P.H�ajek, M.Johanis �Smooth Analysis
in Banach spaces�.

Ðóìåí áåøå âíèìàòåëåí, ãîòîâ äà èçñëóøà âñåêè, äà âíèêíå â òîâà, îò êîåòî
ñå èíòåðåñóâàøå äðóãèÿò, è äà ðàáîòè ïî ïîñòàâåíèÿ ïðîáëåì. Íåãîâè ñúàâòîðè
ñà: À. Àíäðååâ, Ä. Âúíäåâ, Ð. Ãîíçàëî (R.Gonzalo), Ï. Äæàêîâ, Á. Çëàòàíîâ,
Ð. Ëåâè, Ñ. Ìàðêîâ, Ã. Íåäåâ, Áë. Ñåíäîâ, Ñ. Òàøåâ è ìîÿ ìèëîñò. Ðóìåí
å ñúàâòîð íà ïúðâèÿ ó÷åáíèê ïî ìàòåìàòèêà, îðèåíòèðàí êúì ñòóäåíòèòå ïî
áèîëîãèÿ, ïðåòúðïÿë äâå èçäàíèÿ, ñúàâòîð å è íà ó÷åáíèêà ïî Äèôåðåíöèàëíî
è Èíòåãðàëíî Ñìÿòàíå, ïî êîéòî ñå ñòàðàåõìå äà ÷åòåì ëåêöèè. Îáÿñíÿâàøå
òî÷íî è ÿñíî íà ñòóäåíòèòå.

Íàó÷íàòà ìó êàðèåðà íàïðåäâàøå òðàäèöèîííî çà ó÷åí: êàíäèäàò, äîêòîð
íà ìàòåìàòè÷åñêèòå íàóêè, äîöåíò, ïðîôåñîð, çàìåñòíèê äåêàí íà Ôàêóëòåòà
ïî Ìàòåìàòèêà è Èíôîðìàòèêà, ôóíêöèîíàëåí äåêàí â Ðåêòîðàòà íà Ñîôèéñ-
êèÿ Óíèâåðñèòåò, ðúêîâîäèòåë íà êàòåäðà Ìàòåìàòè÷åñêè Àíàëèç, ×ëåí íà
Êîìèñèÿòà ïî ìàòåìàòèêà ïðè ÂÀÊ. Ñëåä äåìîêðàòè÷íèòå ïðîìåíè íàó÷íèòå
íè ïúòèùà ìàëêî ñå ðàçäàëå÷èõà. Àç çàïî÷íàõ äà ñå çàíèìàâàì ñ ïðèëîæåíèÿ-
òà íà Òîïîëîãèÿòà è Äåñêðèïòèâíàòà òåîðèÿ íà ìíîæåñòâàòà â Ãåîìåòðèÿòà íà
Áàíàõîâèòå ïðîñòðàíñòâà. Íà Ðóìåí òåçè íàïðàâëåíèÿ íå ìó ñå ïîíðàâèõà, âñå
ïàê òîé áåøå ìåõàíèê ïî îáðàçîâàíèå. Íèå ïðîäúëæèõìå äà äèñêóòèðàìå ðàç-
ëè÷íè âúïðîñè îò Òåîðèÿòà íà Ôóíêöèîíàëíèòå ïðîñòðàíñòâà, ïî ñïåöèàëíî
äèôåðåíöèðóåìîñò â ïðîñòðàíñòâàòà íà Îðëè÷, Ëîðåíö è òåõíèòå îáîáùåíèÿ.
Çàåäíî èìàõìå äèïëîìàíòè, ðúêîâîäåõìå ïðîåêòè ïî ïðîãðàìàòà ÒÅÌÏÓÑ.
Ïîñåùàâàõìå ìåæäóíàðîäíè ðàáîòíè ñåìèíàðè ïî Áàíàõîâè ïðîñòðàíñòâà â
Ïàñåêè (×åõèÿ), Ñïåöîñ (Ãúðöèÿ), Ìîíñ (Áåëãèÿ) è äð. Çàåäíî ðúêîâîäåõìå
äîêòîðàíòà Á. Çëàòàíîâ, ñåãà ïðîôåñîð â Ïëîâäèâñêèÿ Óíèâåðñèòåò.

Ïàðàëåëíî ñúñ çàíèìàíèÿòà ïî ìàòåìàòèêà, Ðóìåí çàïî÷íà äà ñå çàíèìàâà
ñ îò÷èòàíåòî íà ðåçóëòàòèòå ñëåä ïðîâåæäàíå íà èçáîðè â íàøàòà ñòðàíà. Òîé
áúðçî íàâëåçå â òàçè îáëàñò, íàïúëíî íåïîçíàòà çà áúëãàðñêîòî îáùåñòâî, ïî
ïîíÿòíè ïðè÷èíè. Íåãîâèòå ñïîñîáíîñòè áÿõà çàáåëÿçàíè îò ðúêîâîäñòâîòî íà
Îðãàíèçàöèÿòà çà Ñèãóðíîñò è Ñúòðóäíè÷åñòâî â Åâðîïà (ÎSÑÅ) è òîé áåøå
ïîêàíåí çà åêñïåðò. Îñâåí ÷å èìàøå îðãàíèçàòîðñêè ñïîñîáíîñòè è àíàëèòè÷åí
íà÷èí íà ìèñëåíå, Ðóìåí áåøå äèïëîìàò ïî ðîæäåíèå è âëàäååøå ïåò ÷óæäè
åçèêà. Ðóìåí êàòî åêñïåðò îöåíÿâàøå êàê ñå ïðèëàãà çàêîíúò, äîêîëêî èçáî-
ðèòå â äàäåíà äúðæàâà êàòî öÿëî ñà äåìîêðàòè÷íè. Â òîâà ñè êà÷åñòâî òîé
ïîñåòè Óêðàéíà, Òàäæèêèñòàí, Òóðêìåíèñòàí, Êàíàäà, Èòàëèÿ, ×åðíà ãîðà,
Ñëîâàêèÿ è äð.

Ðóìåí áîëåäóâà äåñåò ãîäèíè. Áîðè ñå ñòîè÷åñêè! Ñòàíäàðòíèÿò îòãîâîð
íà âúïðîñà ìè êàê ñå ÷óâñòâà áåøå: �Áèâà!�. Íèêîãà íå ãîâîðåøå íèùî çà êî-
âàðíèòå áîëåñòè, ÷èéòî èçõîä áå ïðåäâàðèòåëíî èçâåñòåí. Ùîì ñå íàìèðàõ â
Ñîôèÿ, îòèâàõìå íà ðåñòîðàíò, ïîíÿêîãà íåçàâèñèìî ÷å òîêó-ùî å èçëÿçàë îò
áîëíèöàòà. Øåãóâàøå ñå, èíòåðåñóâàøå ñå îò ïîñëåäíèòå íîâèíè îò ìàòåìàòè-
÷åñêàòà êîëåãèÿ. Ïðåç ñåïòåìâðè 2019 ìè ñúîáùè, ÷å ïîâå÷å íÿìà íóæäà äà
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õîäè íà ïðîöåäóðè â áîëíèöàòà. Íà âúïðîñà ìè, êîãà å óäîáíî äà ãî ïîñåòÿ,
òîé ìè îòãîâîðè: �Àç ñúì âêúùè, êîãàòî èñêàø, åëà.� Ïîñåùàâàõ ãî, ãîâîðèõìå
äúëãî ïî òåëåôîíà. Ïîñëåäíî ìè êàçà: �Ùàñòëèâ áÿõ, ÷å èìàõ òàêúâ ïðèÿòåë!�
Âñúùíîñò, êúñìåòëèÿòà áÿõ àç. Îáùóâàíåòî ìè ñ Ðóìåí å ÷åðâåíàòà ëèíèÿ â
ìîÿ æèâîò. È äîñåãà ñúíóâàì, ÷å ãîâîðèì ïî òåëåôîíà. Íàé-ñúêðîâåíèòå ìó
ìèñëè îò òåçè ïîñëåäíè äíè âåðîÿòíî çíàå åäèíñòâåííî ñúïðóãàòà ìó, êîÿòî ñå
ãðèæåøå çà íåãî äî êîí÷èíàòà ìó íà 16 äåêåìâðè 2019.

Ìèð íà ïðàõà ìó !

Summary. This is Stanimir Troyanski's personal account of the late Professor
Rumen Maleev. The author shares his reminåscences about his dear friend and
colleague.
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1. INTRODUCTION AND STATEMENT OF THE RESULT

In 1770 Lagrange proved that for any positive integer N the equation

x21 + x22 + x23 + x24 = N (1.1)

has a solution in integer numbers x1, . . . , x4. Later Jacobi found an exact formula
for the number of the solutions (see [8, Ch. 20]). A lot of researchers studied the
equation (1.1) for solvability in integers satisfying additional conditions. There is
a hypothesis stating that if N is sufficiently large and N ≡ 4 (mod 24) then (1.1)
has a solution in primes. This hypothesis has not been proved so far, but several
approximations to it have been established.
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In 1994 J. Brüdern and E. Fouvry [1] proved that for any largeN ≡ 4 (mod 24),
the equation (1.1) has a solution in x1, . . . , x4 ∈ P34. (We say that integer n is
an almost-prime of order r if n has at most r prime factors, counted with their
multiplicities. We denote by Pr the set of all almost-primes of order r.) This
result was improved by D. R. Heath-Brown and D. I. Tolev [9]. They showed that,
under the same restrictions for N , the equation (1.1) has a solution in prime x1 and
almost-prime x2, x3, x4 ∈ P101. In their paper they also proved that the equation
has a solution in x1, . . . , x4 ∈ P25. In 2020 Tak Wing Ching [2] improved this result
with three of them being in P3 and the other in P4.

On the other hand, let us consider a subset of the set of integers having the
form

A = {n | a < {ηn} < b},

where η is a fixed quadratic irrational number, and a, b ∈ [0, 1].

Denote by I(N) the number of solutions of (1.1) in arbitrary integers and by
J(N) the number of solutions of (1.1) in integers from the set A.

In 2011 S. A. Gritsenko and N. N. Motkina [6] proved that for any positive
small ε, the following formula holds

J(N) = (b− a)4I(N) +O
(
N0,9+3ε

)
.

S. A. Gritsenko and N. N. Motkina consider many others additive problem in
witch variables are in special set of numbers similar to A. (See [4] – [5] and [7].)
In 2013 A. V. Shutov [12] considered solvability of diophantine equation in integer
numbers from A. Further research in this area was made by A. V. Shutov and A.
A. Zhukova [13].

We consider the equation (1.1), where xi are almost-prime numbers and belong
to a set similar to A. Our result is

Theorem 1.1. Let η be a quadratic irrational number, 0 < λ < 1
10 and

k =
[

54
1−10λ

]
. Then for every sufficiently large integer N , the equation (1.1) has

a solution in almost-prime numbers x1, . . . , x4 ∈ Pk, such that {ηxi} < N−λ, i =
1, 2, 3, 4.

In the present paper we use the following notations.

We denote by N a sufficiently large odd integer and P = N
1
2 . Letters a, b,

k, l, m, n, q, p always stand for integers. By (n1, . . . , nk) we denote the greatest
common divisor of n1, . . . , nk. Let ||t|| denote the distance from t to the nearest
integer. We denote by ~n four dimensional vectors and let

|~n| = max(|n1|, . . . , |n4|). (1.2)

As usual, µ(q) is the Möbius function and τ(q) is the number of positive divisors
of q. Sometimes we write a ≡ b (q) as an abbreviation of a ≡ b (mod q).
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We write
∑
x (q)

for a sum over a complete system of residues modulo q and

respectively
∑
x (q)

∗
is a sum over a reduced system of residues modulo q. We also

denote e(t) = e2πit.

We use Vinogradov’s notation A� B, which is equivalent to A = O(B). By ε
we denote an arbitrarily small positive number, which is not the same in different
occurrences. The constants in the O-terms and �-symbols are absolute or depend
on ε.

2. AUXILIARY RESULTS

Now we introduce some lemmas, which shall be used later.

Lemma 2.1. Suppose that D ∈ R, D > 4. There exist arithmetical functions
λ±(d) (called Rosser’s functions of level D) with the following properties:

1. For any positive integer d we have

|λ±(d)| ≤ 1, λ±(d) = 0 if d > D or µ(d) = 0.

2. If n ∈ N then ∑
d|n

λ−(d) ≤
∑
d|n

µ(d) ≤
∑
d|n

λ+(d).

3. If z ∈ R is such that z2 ≤ D and if

P (z)=
∏

2<p<z

p, B=
∏

2<p<z

(
1− 1

p− 1

)
, N±=

∑
d|P (z)

λ±(d)

ϕ(d)
, s0 =

logD

log z
, (2.1)

then we have

B ≤ N+ ≤ B
(
F (s0) +O

(
(logD)−

1
3

))
, (2.2)

B ≥ N− ≥ B
(
f(s0) +O

(
(logD)−

1
3

))
, (2.3)

where F (s) and f(s) satisfy

F (s) = 2eγs−1, if 2 ≤ s ≤ 3,

f(s) = 2eγs−1 log(s− 1), if 2 ≤ s ≤ 3,

(sF (s))′ = f(s− 1), if s > 3,

(sf(s))′ = F (s− 1), if s > 2.

Here γ is Euler’s constant.
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Proof. See Greaves [3, Chapter 4]. �

Lemma 2.2. Suppose that Λi,Λ
±
i are real numbers satisfying Λi = 0 or 1,

Λ−i ≤ Λi ≤ Λ+
i , i = 1, 2, 3, 4. Then

Λ1Λ2Λ3Λ4 ≥Λ−1 Λ+
2 Λ+

3 Λ+
4 + Λ+

1 Λ−2 Λ+
3 Λ+

4 + Λ+
1 Λ+

2 Λ−3 Λ+
4 +

+ Λ+
1 Λ+

2 Λ+
3 Λ−4 − 3Λ+

1 Λ+
2 Λ+

3 Λ+
4 . (2.4)

Proof. The proof is similar to the proof of [1, Lemma 13]. �

Let

w0(t) =

{
e

1

t2− 16
25 if t ∈

(
− 4

5 ,
4
5

)
,

0 if t 6∈
(
− 4

5 ,
4
5

)
and

w(x) = w0

(
x

P
− 1

2

)
. (2.5)

Lemma 2.3. Let u, β ∈ R and

J(β, u) =

∫ +∞

−∞
w0

(
x− 1

2

)
e(βx2 + ux)dx. (2.6)

Then:

1. For every k ∈ N and u 6= 0 we have

J(β, u)�k
1 + |β|k

|u|k
.

2. The following inequality hold

J(β, u)� min
(

1, |β|− 1
2

)
.

Proof. See [9, Lemma 9]. �

Lemma 2.4. Suppose that ~u ∈ Z4 and

J (β, ~u) =

4∏
i=1

J(β, ui).

Then we have ∫ +∞

−∞
|J (β, ~u)| dγ � |~u|−1+ε .
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Proof. Proof can be find in [9, Lemma 10]. �

Lemma 2.5. There exists a function σ(υ, q, γ) defined for − q2 < υ ≤ q
2 , q ≤ P ,

|γ| ≤ P
q , integrable with respect to γ, satisfying

|σ(υ, q, γ)| ≤ 1

1 + |υ|

and also for every a ∈ Z, (a, q) = 1 we have

∑
− q2<υ≤

q
2

e

(
aυ

q

)
σ(υ, q, γ) =

{
1 if γ ∈ N (a, q),

0 otherwise,

where

N (a, q) =

(
− P 2

q(q + q′)
,

P 2

q(q + q′′)

]
and

P < q + q′, q + q′′ ≤ P + q, aq′ ≡ 1(modq), aq′′ ≡ −1(modq). (2.7)

Proof. See [15, Lemma 45]. �

For q ∈ N and m,n ∈ Z, the Gauss sum is defined by

G(q,m, n) =
∑
x(q)

e

(
mx2 + nx

q

)
. (2.8)

For ~d = 〈d1, . . . , d4〉 ∈ Z4 and ~n = 〈n1, . . . , n4〉 ∈ Z4 we denote

G(q, a ~d2, ~n) =

4∏
i=1

G(q, ad2i , ni).

We need to estimate an exponential sum of the form

Vq = Vq(N, ~d, υ, ~n) =
∑
a(q)

∗
e

(
aυ −Na

q

)
G(q, a ~d2, ~n). (2.9)

To estimate Vq we use the properties of the Gauss sum and the Kloosterman sum.

Lemma 2.6. Suppose that N, q ∈ N, v ∈ Z and ~d, ~n ∈ Z4. Then we have

Vq(N, ~d, υ, ~n)� q
5
2 τ(q)(q,N)

1
2 (q, d1)(q, d2)(q, d3)(q, d4).

Moreover, if some of the conditions

(q, di)|ni, i = 1, . . . , 4

do not hold, then Vq(N, ~d, υ, ~n) = 0.
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Proof. This result is analogous to this one in [1, Lemma 1]. �

Lemma 2.7. (Liouville) If η is an irrational number which is the root of a
polynomial f of degree 2 with integer coefficients, then there exists a real number
A > 0 such that, for all integers p, q, with q > 0,∣∣∣∣η − p

q

∣∣∣∣ ≥ A

q2
.

Proof. See [11, Theorem 1A]. �

3. PROOF OF THE THEOREM

3.1. BEGINNING OF THE PROOF

Let N be a sufficiently large integer. We denote

z = Nα, P (z) =
∏
p<z

p, δ = N−λ.

We apply the well-known Vinogradov’s “little cups” lemma (see [10, Chapter 1,
Lemma A]) with parameters

α1 =
δ

4
, β1 =

3δ

4
, ∆ =

δ

2
, r = [logN ]

and construct a function θ(t) which is periodic with period 1 and has the following
properties:

θ

(
δ

2

)
= 1; 0 < θ(t) < 1 for 0 < t <

δ

2
or

δ

2
< t < δ;

θ(t) = 0 for δ ≤ t ≤ 1.

Furthermore, from the Fourier series of θ(t) we find

θ(t) =
δ

2
+

∑
0<|m|≤H
m6=0

c(m) e(mt) +O(P−A), (3.1)

with

|c(m)| ≤ min

(
δ

2
,

1

|m|

(
[logN ]

δπ|m|

)[logN ]
)
,
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where A is arbitrary large constant and

H =
[logN ]2

δ
. (3.2)

Let us denote
θ(η~x) = θ(ηx1)θ(ηx2)θ(ηx3)θ(ηx4)

and
w(~x) = w(x1)w(x2)w(x3)w(x4).

We consider the sum

Γ =
∑

x2
1+x

2
2+x

2
3+x

2
4=N

(xi,P (z))=1, i=1,2,3,4

θ(η~x)w(~x).

From the condition (xi, P (z)) = 1 it follows that any prime factor of xi is
greater than or equal to z. Suppose that xi has l prime factors, counted with their
multiplicities. Then we have

N
1
2 ≥ xi ≥ zl = Nαl

and hence l ≤ 1
2α . This implies that if Γ > 0 then equation (1.1) has a solution

in almost-prime numbers x1, . . . , x4 with at most
[

1
2α

]
prime factors, such that

{ηxi} < N−λ, i = 1, . . . , 4.

For i = 1, 2, 3, 4 we define

Λi =
∑

d|(xi,P (z))

µ(d) =

{
1 if (xi, P (z)) = 1,

0 otherwise.
(3.3)

Then we find that

Γ =
∑

x2
1+x

2
2+x

2
3+x

2
4=N

Λ1Λ2Λ3Λ4θ(η~x)w(~x).

We can write Γ as

Γ =
∑
xi∈Z

Λ1Λ2Λ3Λ4θ(η~x)w(~x)

∫ 1

0

e(α(x21 + x22 + x23 + x24 −N)) dα.

Suppose that λ±(d) are the Rosser functions of level D (see Lemma 2.1). Let
also denote

Λ±i =
∑

d|(xi,P (z))

λ±(d), i = 1, 2, 3, 4. (3.4)

Then from Lemma 2.1, (3.3) and (3.4) we find that

Λ−i ≤ Λi ≤ Λ+
i .
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We use Lemma 2.2 and find that

Γ ≥ Γ1 + Γ2 + Γ3 + Γ4 − 3Γ5,

where Γ1, . . . ,Γ5 are the contributions coming from the consecutive terms of the
right side of (2.4). We have Γ1 = Γ2 = Γ3 = Γ4 and

Γ1 =
∑
xi∈Z

Λ−1 Λ+
2 Λ+

3 Λ+
4 θ(η~x)w(~x)

∫ 1

0

e(α(x21 + x22 + x23 + x24 −N))dα,

Γ5 =
∑
xi∈Z

Λ+
1 Λ+

2 Λ+
3 Λ+

4 θ(η~x)w(~x)

∫ 1

0

e(α(x21 + x22 + x23 + x24 −N))dα.

Hence, we get
Γ ≥ 4Γ1 − 3Γ5. (3.5)

3.2. ASYMPTOTIC FORMULA FOR Γ1

We shall find an asymptotic formula for the integral Γ1. We have

Γ1 =
∑

di|P (z)

λ−(d1)λ+(d2)λ+(d3)λ+(d4)
∑

xi≡0(di)

θ(η~x)w(~x)×

×
∫ 1

0

e(α(x21 + · · ·+ x24 −N))dα

=
∑

di|P (z)

λ−(d1)λ+(d2)λ+(d3)λ+(d4)×

×
∫ 1

0

∏
1≤i≤4

( ∑
x≡0(di)

θ(ηx)w(x)e(αx2)

)
e(−Nα)dα.

Let
S(α, d,m) =

∑
x∈Z

x≡0(d)

w(x)e(αx2 +mηx) . (3.6)

Then using the Fourier series of θ(t) (see (3.1)), we find∑
x≡0(d)

θ(ηx)w(x)e(α(x2) =
∑
|m|≤H

c(m)
∑

x≡0(d)

w(x)e(αx2 +mηx) +O
(
P−A

)
.

Denoting

S(α, ~d, ~m) = S(α, d1,m1)S(α, d2,m2)S(α, d3,m3)S(α, d4,m4) (3.7)

and
λ(~d) = λ−(d1)λ+(d2)λ+(d3)λ+(d4) , (3.8)
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we find that

Γ1 =
∑

di|P (z)

λ(~d)
∑
|mi|≤H
i=1,2,3,4

c(mi)

∫ 1

0

S(α, ~d, ~m)e(−Nα)dα+O(1).

We divide Γ1 into two parts:

Γ1 = Γ0
1 + Γ∗1 +O(1),

where
Γ0
1 = c4(0)

∑
di|P (z)

λ(~d)
∑

xi≡0(di)
x2
1+x

2
2+x

2
3+x

2
4=N

w(~x)

and

Γ∗1 =
∑

di|P (z)

λ(~d)
∑

0<|mi|≤H
i=1,2,3,4

c(mi)

∫ 1

0

S(α, ~d, ~m)e(−Nα) dα . (3.9)

Hence
Γ ≥ 4Γ0

1 − 3Γ0
5 +O

(
Γ∗1
)

+O
(
Γ∗5
)

+O(1). (3.10)

According to [1] and [9], for D ≤ P 1/8−ε, s =
logD

log z
= 3.13 the estimate

4Γ0
1 − 3Γ0

5 �
CδN

(logN)4
+O

(
δP 3/2+εD4

)
(3.11)

with some constant C is obtained. Thus it suffices to evaluate Γ∗1 and Γ∗5.

3.3. ESTIMATION OF Γ∗1

In this subsection we find the upper bound for Γ∗1 defined in (3.9). The function
in the integral in Γ∗1 is periodic with period 1, so we can integrate over the interval
I defined as

I =

(
1

1 + [P ]
, 1 +

1

1 + [P ]

)
.

We apply the Kloosterman form of the Hardy-Littlewood circle method. We divide
the interval only into large arcs. Using the properties of the Farey fractions, we
represent I as an union of disjoint intervals in the following way:

I =
⋃
q≤P

q⋃
a=1

(a,q)=1

L(a, q),

where

L(a, q) =

(
a

q
− 1

q(q + q′)
,
a

q
+

1

q(q + q′′)

]
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and where the integers q′, q′′ are specified in (2.7). Then

Γ∗1 =
∑

di|P (z)

λ(~d)
∑

0<|mi|≤H
i=1,2,3,4

c(mi)
∑
q≤P

q∑
a=1

(a,q)=1

∫
L(a,q)

S(α, ~d, ~m)e(−Nα) dα.

We change variable of integration α =
a

q
+ β to get

Γ∗1 =
∑

di|P (z)

λ(~d)
∑

0<|mi|≤H
i=1,2,3,4

c(mi)
∑
q≤P

q∑
a=1

(a,q)=1

×

×
∫
M(a,q)

S

(
a

q
+ β, ~d, ~m

)
e

(
−N

(
a

q
+ β

))
dβ,

where

M(a, q) =

(
− 1

q(q + q′)
,

1

q(q + q′′)

]
.

From (2.7) we find that[
− 1

2qP
,

1

2qP

]
⊂M(a, q) ⊂

[
− 1

qP
,

1

qP

]
and hence

|β| ≤ 1

qP
for β ∈M(a, q). (3.12)

Now we consider the sum S(α, di, mi) defined in (3.6). As η is irrational
number, ||sη|| 6= 0 for all s ∈ Z. Using that fact and working as in the proof of [9,
Lemma 12], we find that for β ∈M(a, q) we have

S

(
a

q
+ β, di,mi

)
=

P

diq

∑
|n−midiqη|<Mi

J

(
βP 2,

(
miη −

n

diq

)
P

)
G(q, ad2i , n)+

+O(P−B), (3.13)

where G(q,m, n) and J(γ, u) are defined respectively by (2.8) and (2.6), B is an
arbitrarily large constant, Mi = diP

ε, ε > 0 is arbitrarily small and the constant in
the O-term depends only on B and ε. We leave the verification of the last formula
to the reader.

Let

F (P, ~d) =
∑

0<|mi|≤H
i=1,2,3,4

c(mi)
∑
q≤P

∑
a (q)

∗
e

(
− aN

q

)∫
M(a,q)

S

(
a

q
+ β, ~d, ~m

)
e(−βN)dβ.

It is obvious that
Γ∗1 =

∑
di|P (z)

λ(~d)F (P, ~d) . (3.14)
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Using (3.13) and Lemma 2.3 we get

F (P, ~d) = F ∗(P, ~d) +O(1) , (3.15)

where

F ∗(P, ~d) =
P 4

d1d2d3d4

∑
0<|mi|≤H

1,2,3,4

c(mi)
∑
q≤P

1

q4

∑
a (q)

∗
e

(
− aN

q

)
×

×
∑

|ni−midiqη|<Mi

G(q, ad2i , ~n)

∫
N (a,q)

J

(
βP 2,

(
~mη − ~n

~dq

)
P

)
e(−γ)dγ.

Using Lemma 2.5 and working as in the proof of [14, Lemma 2] we find that

F ∗(P, ~d) = F
′
(P, ~d) +O

(
P 3/2+ε

)
, (3.16)

where

F
′
(P, ~d) =

P 2

d1d2d3d4

∑
0<|mi|≤H
i=1,2,3,4

c(mi)
∑
q≤P

1

q4

∑
|ni−midiqη|<Mi
(q, di)|ni, i=1,...,4

Vq(N, ~d, 0, ~n)×

×
∫
|γ|≤ P

2q

J

(
γ,
(
~mη − ~n

~dq

)
P

)
e(−γ)dγ,

and Vq(N, ~d, 0, ~n) is defined by (2.9). We represent the sum F
′
(P, ~d) as

F
′
(P, ~d) = F1 + F2 , (3.17)

where F1 is the contribution of these addends with q ≤ Q and F2 for addends with
Q < q ≤ P . Here Q is parameter, which we choose later. Using Lemma 2.3 (2),
Lemma 2.6 and (3.1), we get

F2 �
P 2δ4

d1d2d3d4

∑
0<|mi|≤H
i=1,2,3,4

∑
Q<q≤P

q5/2τ(q)(q, N)1/2(q, d1)...(q, d4)

q4
×

×
∑

|ni−midiqη|<Mi
(q, di)|ni, i=1,...,4

1.
(3.18)

It is clear that the sum over ~n in the expression above is

�
∏

1≤i≤4

∑
−Mi+midiqη

(q, di)
<ti<

Mi+midiqη

(q, di)

1� M1M2M3M4

(q, d1)(q, d2)(q, d3)(q, d4)

� P εd1d2d3d4
(q, d1)(q, d2)(q, d3)(q, d4)

,
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which, together with (3.18) and (3.2), gives

F2 � P 2+ε
∑

Q<q≤P

τ(q)(q, N)1/2

q3/2
.

Now we apply Cauchy’s inequality to get

F2 � P 2+ε

( ∑
Q<q≤P

τ2(q)

q

) 1
2
( ∑
Q<q≤P

(q,N)

q2

) 1
2

� P 2+ε

(∑
t|N
t≤P

t
∑

Q
t <q1≤

P
t

1

t2q21

) 1
2

� P 2+ε

Q1/2
.

(3.19)

To evaluate F1 we firstly apply Lemma 2.4 to get∫
|γ|≤ P

2q

∣∣∣∣J (γ, (m~η − ~n

~dq

)
P

)∣∣∣∣ dγ � (∣∣(m~η − ~n

~dq

)
P
∣∣)−1+ε .

Then using Lemma 2.6 and (3.2) we obtain

F1 �
P 2

d1d2d3d4

∑
q≤Q

q5/2τ(q)(q, N)1/2(q, d1)...(q, d4)

q4
×

×
∑

|ni−midiqη|<Mi
(q, di)|ni, i=1,...,4

1∣∣(~mη − ~n
~dq

)P
∣∣ . (3.20)

It is clear that if ni = (q, di)ti, di = (q, di)d
′
i and

∣∣(miη −
ni
diq

)P
∣∣ =

P (q, di)

qdi
|ti −mid

′
iηq| ,

then the sum over (~mη − ~n
~dq

)P in the expression above is

� q

P

∑
|ti−mid′iqη|<

Mi
(q, di)

1

max
1≤i≤4

(q, di)|ti −mid′iηq|/di
. (3.21)

Let to1 is such that

|to1 −m1d
′
1ηq| = || −m1d

′
1ηq|| = ||m1d

′
1ηq|| .

As η is quadratic irrational number, then ||m1d
′
1ηq|| 6= 0 and for t1 6= to1 we have

|t1 −m1d
′
1ηq| ≥ 1/2. Hence

max
1≤i≤4

(q, di)|ti −mid
′
iηq|

d1
� (q, d1)

d1
,
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which, together with (3.21), gives

q

P

∑
|ti−mid′iqη|<

Mi
(q, di)

1

max
1≤i≤4

(q, di)|ti −mid′iηq|/di

� q

P

(
d1M1M2M3M4

(q, d1)2(q, d2)(q, d3)(q, d4)
+

d1M2M3M4

(q, d1)(q, d2)(q, d3)(q, d4)||m1d′1ηq||

)
� qP ε−1Dd1d2d3d4

(q, d1)2(q, d2)(q, d3)(q, d4)
+

qP ε−1d1d2d3d4
(q, d1)(q, d2)(q, d3)(q, d4)||m1d′1ηq||

. (3.22)

As η is quadratic irrationality, it has periodic continued fraction and if
an
bn
, n ∈ N

is the n-th convergent, then bn ≤ cn for some constant c > 0. Using that

||m1d
′
1q|| ≤

HDQ

(d1, q)
and Liouville’s inequality for quadratic numbers (see Lemma 2.7),

we can find convergent
a

b
to η with denominator such that

3HDQ

(d1, q)
< b�c

HDQ

(d1, q)
. (3.23)

Since (a, b) = 1 we have that m1d
′
1q
a

b
6∈ Z. As

∣∣∣∣η − a

b

∣∣∣∣ < 1

b2
and (3.23) we get

||m1d
′
1qη|| ≥

∣∣∣∣∣∣∣∣m1d
′
1q
a

b

∣∣∣∣∣∣∣∣− ∣∣∣∣∣∣∣∣m1d
′
1q

(
η − a

b

)∣∣∣∣∣∣∣∣ ≥ ∣∣∣∣∣∣∣∣m1d
′
1q
a

b

∣∣∣∣∣∣∣∣− |m1|d′1q
b2

>
1

b
− |m1|d′1q(d1, q)

3bHDQ
≥ 1

b
− |m1|d1q

3bHDQ

>
1

b
− |m1|

3bH
≥ 1

b
− 1

3b
=

2

3b

� (d1, q)

HDQ
.

From (3.21) and (3.22) it follows that

∑
|ni−midiqη|<Mi
(q, di)|ni, i=1,...,4

1∣∣(~mη − ~n
~dq

)P
∣∣ � qP ε−1d1d2d3d4HDQ

(q, d1)2(q, d2)(q, d3)(q, d4)
.

Then for F1 (see (3.20)) we obtain

F1 �
P 1+εDQ

δ

∑
q≤Q

τ(q)(q, N)1/2

q1/2
. (3.24)
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Applying Cauchy’s inequality we get

F1 �
P 1+εDQ

δ

∑
q≤Q

τ2(q)

 1
2
∑
q≤Q

(q,N)

q

 1
2

� P 1+εDQ

δ
·Q1/2(logQ)3/2

∑
t|N
t≤Q

∑
q1≤Qt

1

q1


1
2

� P 1+εDQ3/2

δ
. (3.25)

We choose Q = δ1/2P 1/2D−1/2. Then

F1, F2 � P 7/4+εδ−1/4D1/4 .

From (3.14), (3.15), (3.16), (3.17) it follows that

Γ∗1 � D17/4P 7/4+εδ−1/4 .

The estimate of Γ∗5 goes along the same lines.

3.4. END OF THE PROOF OF THEOREM 1.1

From (3.10) and (3.11) we get

Γ� δN

(logN)4
+D17/4P 7/4+εδ−1/4 .

Then for a fixed small ε > 0, λ < 1−8ε
10 , D < N

1−10λ−8ε
34 and z = D1/3,13 we

get Γ � δN
(logN)4 . So the equation (1.1) have solutions in almost-prime numbers

x1, . . . , x4 ∈ Pk, k =
[

53,21
1−10λ−8ε

]
such that {ηxi} < N−λ, i = 1, 2, 3, 4.
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This is a review of continuum mechanics and its history, citing its original sources.
It �bridges� the contributions of Bernoulli, Euler, Lagrange, Cauchy, Helmholtz, St
Venant, Stokes, Fresnel, Cesaro, and others, written in a period of two centuries in
5 languages, in a coherent and historically accurate presentation in the contemporary
notation. The only prerequisite knowledge to understand the paper is advanced calculus
and elementary di�erential equations. Some valuable, but little known, results are
reviewed in detail, like the exact solution of Cesaro to the system of di�erential equations
which every continuous medium obeys, as well as his derivation of the conditions
of St Venant for compatability of the deformations. The last section presents the
contemporary applications of continuum mechanics. The review continues with Part II.
The Mechanics of Thermoelastic Media. Perfect Fluids, reference [45]. It discusses the
consequences of Navier's system of linear elasticity and approaches for its solution. It
also gives a perspective of how waves propagate in continuous media. Reviewed are
perfect �uids and linearly viscous �uids. At the end, Part II discusses the conditions
for compatibility of the stresses.

Keywords: Mechanics of continuous media, continuum mechanics, history of continuum

mechanics, elasticity, theory of elasticity.
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1. INTRODUCTION

Mechanics of continuous media is one of the classical branches of applied
mathematics, which was built by several of the most prominent mathematicians
of the 18th, 19th and the early 20th centuries. In addition to being a discipline

Ann. So�a Univ., Fac. Math and Inf., 107, 2020, 29�54. 29



of its own, it is the heart of several modern branches of applied mathematics:
�uid mechanics, gas dynamics, theory of elasticity, theory of deformable solids and
others. It's applications penetrate almost every aspect of contemporary applied
mathematics and mathematical physics. Over the centuries so much material
accumulated in this subject, that at present only a few mathematicians know what
is a fundamental notion in it and what is an application or a consequence of its
core results. It is important that the mathematicians of today do know continuum
mechanics not only for this knowledge itself, but also for the correct vision and
proper sight of Mathematics and Science that it gives. It will help them size their
own gauge to the contemporary needs of their profession. In addition to its powerful
applications, continuum mechanics is precious for its esthetics - it is a part of the
most elegant and sophisticated classical mathematics and reading it gives a pleasure
and a professional growth.

The �rst attempt to discuss local features of the motion of a continuous
medium in more than one dimension occurs in an isolated passage by D. Bernoulli
from 1738 ([1], �11, paragraph 4). We are surrounded by matter in the form of
continuous media � deformable solids, liquids and gasses. Let us begin at the
moment of time t = 0 with a continuous medium, like a gallon of water, which we
can easily imagine �lls the volume V , with a shape speci�ed by our imagination.
Atomic structure is not considered. If the water is not held in a vessel, when we
�unfreeze"time, it will move under the law of gravity and the laws of conservation
of mass, momentum and energy, in a perfectly deterministic manner, continuously
changing its shape, and eventually splash on the �oor. This is a simple example
of a motion of a continuous medium and is suitable to demonstrate what is meant
by �material coordinates"and by �spatial coordinates". Material coordinates,
also called Lagrangian coordinates, are denoted by (X1, X2, X3) and are the
coordinates of the material points of the continuous medium at time t = 0. Lagrange
introduced them in 1788 in [54], part II, section II. Spatial coordinates, also
known as Eulerian coordinates, are denoted by (x1, x2, x3) and are the
coordinates of the points of 3-dimensional space (in which we observe the medium)
occupied by the medium at time t > 0. Since the material coordinates are the
coordinates of the material points at an arbitrary initial time t = 0, they can serve
for all time as names for the particles of the material. The spatial coordinates, on
the other hand, we think of as assigned once and for all to a point in the Euclidean
space. They are the names of places. The motion x = x(X, t) chronicles the places x
occupied by the particle X in the course of time. Under external in�uences - forces
and heating - the continuous body deforms. The goal of Mechanics of Continua is

to �nd the family of transformations

xi = xi(X1, X2, X3, t) , i = 1, 2, 3, (1)

giving the Eulerian coordinates as functions of the Lagrangian coordinates for t ≥ 0.

This motion is perfectly deterministic, obeying only the natural laws, that we
will present. We will arrive at a system of 20 partial di�erential equations for 20
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unknown functions. This system is one of the �nest triumphs of the symbiosis
between mathematics and physics. We sketch the solution to this system and
present the conditions for its existence and uniqueness. We give credit to the
mathematicians and physicists who built this discipline by citing the date, name
and the historical reference where the result was published for the �rst time.

The general theory of the motion of a continuous medium, which is understood
of as a family of deformations continuously varying in time, is almost exclusively due
to Euler, published in the period 1745 � 1766 in [25] � [41], and Cauchy, published
in the period 1815 � 1841 in [3] � [18]. Important special results were added by
D'Alembert in 1749 in [22], Green in 1839 in [46], Stokes in 1845 in [61], Helmholtz
in 1858 in [48] and Cesaro in 1906 in [19].

2. STRAIN

The change in length and relative direction occasioned by the transformation
is called strain. The term is due to Rankine [56] in 1851. Let us begin its study
by de�ning the displacement vector u, with components ui = xi − Xi, where
xi = xi(X1, X2, X3, t) i = 1, 2, 3. The components ui can be expressed in Lagrangian
or in Eulerian coordinates, depending on need. Let P0 be an arbitrary point of the
continuous medium at time t = 0 and let Q0 be a neighboring point, such that in
a �xed Cartesian coordinate system Oe1e2e3 P0 has coordinates (X1, X2, X3), i.e.
the radius vectors to P0 is X and to the point Q0 is X + dX. At time t > 0 the
material point P0 occupies new geometric point P with coordinates (x1, x2, x3), i.e.
P has radius vector x and hence the new geometric location of the material point
Q0 is Q with a radius vector x + dx. To study the deformation that has occurred,
we need to see how much has the distance between the two neighboring points P0

and Q0 changed. For that we calculate

(dx)2 − (dX)2 =
( ∂xk
∂Xi

∂xk
∂Xj

− δij
)
dXi dXj =

(
δij −

∂Xk

∂xi

∂Xk

∂xj

)
dxi dxj . (2)

Here and throughout the paper each index takes the values 1, 2 and 3 and the
summation convention on repeated indexes is assumed. We see that all the
information about the deformation is contained in the coe�cients of dXi dXj and
respectively of dxi dxj in (2). These sets of coe�cients

Eij ≡
1

2

( ∂xk
∂Xi

∂xk
∂Xj

− δij
)

and eij ≡
1

2

(
δij −

∂Xk

∂xi

∂Xk

∂xj

)
satisfy the transformation laws for tensors of rang 2 and are called the Lagrangian
and the Eulerian tensors of �nite deformations or �nite strain tensors. The
di�erence (dx)2− (dX)2 is a measure for the size of the deformation in the vicinity
of P0. Because dXi and dxi are arbitrary, the necessary and su�cient condition this
di�erence to be 0 is Eij = 0 or equivalently eij = 0. In that case the deformation
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near that point is 0 and the motion is that of a rigid body. Written in terms of the
gradients ∂ui/∂Xj or ∂ui/∂xj of the displacement vector u, Eij and eij are

Eij =
1

2

( ∂ui
∂Xj

+
∂uj
∂Xi

+
∂uk
∂Xi

∂uk
∂Xj

)
and eij =

1

2

( ∂ui
∂xj

+
∂uj
∂xi
− ∂uk
∂xi

∂uk
∂xj

)
.

We will now make a crucial assumption - that the deformations which we will study
are small. This means that the gradients ∂ui/∂Xj and ∂ui/∂xj of the displacement
u are small in comparison to 1, and hence the products of these gradients may
be ignored in the presence of the gradients themselves. In this manner we obtain
the tensors Ēij and ēij . A calculation based on the same assumption shows that
they are equal and we give them the common name εij . This is the tensor of
(in�nitesimal) deformations or the (in�nitesimal) strain tensor

εij ≡
1

2

( ∂ui
∂xj

+
∂uj
∂xi

)
.

The strain tensor εij was introduced by Green in 1841 in [47] and by St Venant
in 1844 in [59]. It is the most popular strain measure even today. The vanishing
of εij is necessary and su�cient for a rigid displacement. The general deformation
dX → dx as well as the displacement gradients ∂ui/∂Xj and ∂ui/∂xj as measures
of local changes of length and angle are due to Lagrange 1762, [53] �XLIV and 1788
[54] Part II, Sect.11. The fully general spatial description is due to Euler, dates
1752, and was �rst published in 1757 in [31] and then in 1761 in [33]. The theory of
�nite strain is the creation of Cauchy published in 1823 [4], in 1827 [7] and in 1841
[18]. The theory of in�nitesimal strain was �rst developed by Euler. It was fully
elaborated by Cauchy, who obtained it by specialization from his general theory of
�nite strain.

We will now explain the geometry of the process of deformation. The component
ε11 of the strain tensor is the relative elongation of a linear element in the direction
of the unit coordinate vector e1, and similarly for ε22 and ε33. The component ε23
is half of the change (as a result of the deformation) of the angle between two lines,
that initially had the directions of the unit coordinate vectors e2 and e3. Even
more surprising is the fact that, at each point inside the deforming medium, the
deformations can not take an arbitrary shape. Instead, they form quadratic surfaces
only, called surfaces of Cauchy. This is not hard to see and is worth the e�ort.
Let us denote by ε the relative elongation in direction of the vector dX, with length
dX

ε ≡ dx− dX
dX

.

Consider the di�erence

(dx)2 − (dX)2 = (dx− dX)(dx+ dX) = 2εij dXi dXj , (3)

and observe the smallness of the deformations, i.e. that dx ≈ dX. Then by dividing
both sides of (3) by dX dX we see that

ε = εij
dXi

dX

dXj

dX
. (4)
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Hence for any vector with components (ξ1, ξ2, ξ3) and magnitude ξ, the last formula
(4) gives ξ2ε = εij ξi ξj . For each direction we can select ξ in such a way that
ξ2ε = ±k2, where k is a positive constant and the sign is chosen so that the square
of the length of vector ξ to be positive. It follows that at any point of the deforming
medium the strain takes the shape of the quadratic surface

εij ξi ξj = ±k2

called surface of deformations of Cauchy at the point P0. From this geometric
picture it is clear that the elongation ε in the direction of the vector ξ is inversely
proportional to the square of the distance from the center of the surface (the point
P0) to the intersection of the vector ξ with that surface.

Because the vector (ε1j ξj , ε2j ξj , ε3j ξj) is normal to the quadratic surface of
Cauchy, we see that the relative displacement at P0 due to the pure deformation
is in the direction of the normal to that surface at the point of intersection of the
surface with this vector.

After these observations, it is plausible to seek lines through P0 with directions
that do not change under pure deformation. Of course, these are the lines along the
eigenvectors of the strain tensor εij . It is symmetric and hence has 3 real eigenvalues,
called main deformations or Cauchy principal stretches, εI , εII , and εIII .
To each of them corresponds an eigenvector, called main direction or main axis
of the strain tensor. Cauchy published these results �rst in 1823 [4] and again
in 1827 [7]. To di�erent main deformations correspond main directions that are
orthogonal. We can select the axes of the coordinate system to coincide with the
main axes of the tensor of deformations and, as a result, obtain the simplest form
of the quadratic surface of Cauchy

εI ξ
2
1 + εII ξ

2
2 + εIII ξ

2
3 = ± k2.

The invariants of the tensors E and e were �rst published by Cauchy in 1827 in [7].

3. CONDITIONS FOR COMPATABILITY OF THE DEFORMATIONS

Common sense tells us that the deformations that take place in a medium are
not independent of each other. If we stretch an elastic membrane with a rectangular
shape along one of its diagonals, the other diagonal will shrink. St.Venant proved
in 1860 that in order for the six functions εij(x1, x2, x3) to adequately de�ne the
components of the tensor of deformations εij , so that the 6 partial di�erential
equations

ui,j + uj,i = 2εij (5)

have a unique solution u(x1, x2, x3), they must satisfy the system of 6 PDEs

εij,kl + εkl,ij − εik,jl − εjl,ik = 0. (6)
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The notation , j denotes partial di�erentiation with respect to xj . The 6 restrictions
(6) on the components εij of the tensor of deformations are called conditions for
compatability of the deformations and their ful�llment is a necessary and
su�cient condition for the existence of the solution vector u to the system (5),
which of course, has the physical meaning of the displacement vector u ≡ x −X
in the process (1) of the deformation of the continuous medium. The derivation
of the compatability conditions is exceptionally original. On the way of deriving
the compatability conditions, an analytic formula for the displacement u itself is
derived, thus obtaining a result of even greater signi�cance. Due to lack of space,
this derivation is not presented here, but it is sketched. This method of obtaining
the displacement u is due to E. Cesaro [19], who published it in 1906. Volterra
presents it in [62], citing Cesaro. Contemporary references on it are Ivanov [49] and
Sokolniko� [58]. The solution to (5) has components

uj = u0j + ω0
jk(xk − x0k) +

∫ P

P0

(
εjl + (xk − yk)(εjl,k − εkl,j)

)
dyl , j = 1, 2, 3. (7)

Here

ωij =
1

2

( ∂ui
∂xj
− ∂uj
∂xi

)
is the tensor of small rotations, introduced by Euler in 1761, ��46-47. In the
components of the exact solution (7) of Cesaro u0j are the components of the
translation and ω0

jk are those of the tensor of rotation in an arbitrary point P0

of the deforming body, and are assumed known. The �rst term in the solution (7)
for uj represents the translation and the second term represents the rotation of the
continuous medium as a rigid body. The third term in uj represents its deformation.
Because the displacement u is unique, its components uj must not depend on the
path of integration, so the integrands of the 3 integrals must be total di�erentials.
Demanding this, yields the 6 equations (6) of St Venant for compatability of the
deformations.

The compatability conditions were �rst published by Kirchho� in 1859 in [52],
but without a statement of their meaning, which was �rst explained by St Venant
in his memoir [60]. St Venant obtained these conditions in a di�erent way, than the
one presented in this section. Submitted them to Scoci�et�e Philomathique in 1860,
who published them in 1864.

4. STRESS

The notion of stress arose in special case studies of theories of �exible, elastic
and �uid bodies. Galileo (1638), Pardies (1673), James Bernoulli (1691-1704),
Hermann (1716), Coulomb (1776), John Bernoulli (1743), and Euler (1749-1752)
published studies on this notion. The general concept and mathematical theory are
due to Cauchy, published in 1823 [4] and in 1827 [7]. Cauchy achieved the general
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theory of stress by adopting the common features and discarding the special aspects
of the foregoing theories. The term stress was introduced by Rankine in 1856 in
[57].

The �eld of stress vectors is not an ordinary vector �eld. Rather, since the stress
vectors across two di�erent surfaces through the same point are generally di�erent,
at any given time, the stress vectors σ(x, t,n) depend both on the position vector
x and on the direction n of the normal to the surface. We wish to extract all the
information about the stress at a point of the body into a single mathematical
object, and separate it from the information about the direction. This is accompli-
shed by the stress tensor σij .

To derive the components of that tensor we take a tetrahedron having 3 edges
coming out of an arbitrarily �xed point P , parallel to the coordinate axes. The force
acting on the medium occupying the volume V of the tetrahedron is

∫
V
ρ f dV ,

where ρ(x, t) is the mass density and f(x, t) is the mass force acting on ρ dV .
Examples of mass forces are gravity and the centrifugal force in a rotating body.
Surface forces act on every surface inside the medium or on its surface. Those forces
are modeled with the stress vector σ(x, t,n). The force acting on a portion S of
a surface is

∫
S
σ dS. The orientation of S is given by the outward unit normal

n(x, t) = ni(x, t) ei to the surface at that point. (The dimension of the vector σ is
pressure.)

We assume that all forces acting on the tetrahedron ballance out

3∑
j=1

∫
4Sj

σ(x, t,−ej) dS +

∫
4S

σ(x, t,n) dS +

∫
4V

ρ f dV = 0, (8)

where 4Sj is the face perpendicular to ej , 4S is the forth face and 4V is the part
of 3-space occupied by the tetrahedron. We make use of the mean-value theorem
in equation (8). Denote the radius-vector to the point P by x, make use of 4Sj =
4S cos(n, ej) = 4Snj , 4V = h4S/3, and let the altitude h from P approach 0.
We get

σ(x, t,−ej)nj + σ(x, t,n) = 0. (9)

If we now denote by σij(x, t) the components of the stress vector with a normal ej ,
σij(x, t) = σi(x, t, ej), from the last vector equation (9) we get

σi(x, t,n) = σij(x, t)nj .

This important result is Cauchy's fundamental theorem and expresses the
relationship between the components of the stress vector and the components of
the stress tensor. All the information about the stress at a point is �extracted� in
the stress tensor itself, and is �separated� from the orientation n of the surface.
Cauchy published this formula in 1823 [4] and in 1827 [6].

The geometry of the stress at a point of a deforming medium is also that of
quadratic surfaces. Consider the stress vector σ, acting on a surface element with a
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unit normal n at a �xed point P of the body. Its components are σi = σij nj . Let
us denote by σN the magnitude of its projection on n. σN is called normal stress
and can be expressed as

σN = σi ni = σij ni nj .

If ξ is a vector having the direction of the unit normal n and size ξ, then from the
last equation follows that ξ2σN = σij ξi ξj , where ξi are the components of ξ. Select
the size ξ of the vector ξ in such a way that ξ2σN = ± k2, where k is a �xed positive
constant and the sign is chosen so that the length of ξ de�ned with this equation
be positive. Then the �tip� of an arbitrary vector ξ with base at P , and magnitude
ξ satisfying ξ2σN = ± k2, lies on the surface

σij ξi ξj = ± k2

called quadratic surface of the stress tensor or surface of Cauchy of the
stress at the point P . The stress tensor is symmetric and hence has 3 real eigen-
values, called main stresses. The corresponding eigenvectors are called main
directions or main axes. If we choose a coordinate system with coordinate axes
along the main axes of the stress tensor, the quadratic surface of the stress at the
point acquires the form

σI ξ
2
1 + σII ξ

2
2 + σIII ξ

2
3 = ± k2,

where σI , σII , σIII are the main stresses of σij at that point. At a surface element
with a normal n along a main axes of the stress tensor, the stress vector σ has the
direction of the normal.

5. CONSERVATION OF MASS, MOMENTUM AND MOMENT OF
MOMENTUM

In contemporary mathematics and mathematical physics conservation laws
are a main goal of study. Researchers obtain them from variational principles via
the famous �rst theorem of Emmy Noether. In Mechanics of Continua, however,
history went di�erently. All the laws of conservation, namely the conservation of
mass, energy, momentum, and moment of momentum, were discovered by judicious
guessing and veri�cation with the physical experiment. They are all empirical
laws. Much later they were derived from deliberately calculated for this purpose
Lagrangians.

The law of conservation of mass is the statement that the mass, contained in
any portion of the body with volume V , does not change during the deformation

d

dt

∫
V

ρ dV = 0.

This can be rewritten as
∫
V
∂ρ/∂t dV +

∫
S
vn ρ dS = 0, where vn = v · n is the

component of the velocity of the points on the surface S of V along the outward unit
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normal n to S. Thus,
∫
V

(∂ρ∂t + (ρ vi),i) dV = 0 where vi(x, t) are the components of
the velocity. If the integrand is continuous, we obtain the di�erential form of the
law of conservation of mass

∂ρ

∂t
+ (ρ vi),i = 0. (10)

The law of conservation of mass was �rst discovered by Euler in 1757, reference
[31], ��16-17.

In mechanics of continua the so-called equations of motion play the same
role as do the equations of Newton in mechanics of rigid bodies. These equations of
motion of a continuous medium follow from the law of conservation of
momentum, which states that �The total time derivative of the momentum of
an arbitrarily �xed portion of the deforming body is equal to the sum of all forces
(mass forces f(x, t) and surface forces σ(x, t)) that act on it�

d

dt

∫
V

ρ vi dV =

∫
V

ρ fi dV +

∫
S

σi dS, i = 1, 2, 3. (11)

A simple calculation shows that, if mass is conserved, for any continuously
di�erentiable function g(x, t) it is true that

d

dt

∫
V

ρ g(x, t) dV =

∫
V

ρ
dg

dt
dV.

With g = vi this formula simpli�es the law of conservation of momentum (11) to∫
V

ρ
dvi
dt

dV =

∫
V

ρ fi dV +

∫
S

σij nj dS. (12)

Applying Gauss' theorem to the surface integral in (11), combining the resulting
2 integrals, and assuming continuity, we obtain the equations of motion of a
continuous medium

σij,j + ρ fi = ρ
dvi
dt

, i = 1, 2, 3. (13)

These equations were �rst published by Cauchy in 1827 in [9], and also in 1827 in
[11].

The law of conservation of moment of momentum asserts that �the time
rate of change of the moment of momentum is equal to the sum of the moments of
the mass forces and the surface forces that act on the body�, i.e.,

d

dt

∫
V

ρ eijk xj vk dV =

∫
V

ρ eijk xj fk dV +

∫
S

eijk xj σk dS,

where the moments are written with respect to the origin of the coordinate system.

The laws of conservation of momentum and of moment of momentum are both
due to Euler and were introduced by him in 1775, [43], ��26�28. While the memoire
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is about rigid bodies, these two laws are expressly stated to hold for any continuous
medium.

The law of conservation of moment of momentum is fully equivalent to the
symmetry of the stress tensor

σij = σji .

This important result is known as Cauchy's fundamental theorem, and was
published by him in 1827, [6]. It was discovered (but not published) by Fresnel in
1822, who published it in 1868, [44].

6. CONSERVATION OF ENERGY

In mechanics of rigid bodies thermal e�ects and thermal consequences of the
motion are either considered separately from the equations of motion or completely
ignored, if they do not a�ect the motion in consideration. For example, we ignore
the heat generated during the friction between the surface of a cube sliding on
a plane and that plane. In Mechanics of Continua heat generation and thermal
e�ects can not be ignored or even considered separately from the equations of
motion. The reason is that when a deformation takes place, heat is generated/lost
throughout the entire volume where the deformation occurs. This thermal energy
a�ects signi�cantly the motion and the deformation. It becomes a cycle: the
deformation generates heat and that heat in turn a�ects the distance between
the particles of the continuous medium, thus causing deformation. The dynamics
of a continuous medium and the thermal laws are intertwined and must be studies
simultaneously.

That heat is a mode of motion was widely believed in the 18th century. Both
Daniel Bernoulli [1] in 1738 and Euler [35] in 1765 constructed kinetic molecular
models in which temperature may be identi�ed with the kinetic energy of the
molecules. The general and phenomenological principle, independent of molecular
interpretation, was known to Carnot by 1824, as proved by his memoir [2]. The
�rst clear statement of the interconvertibility of heat and mechanical work, that
any equation of energy ballance should contain terms that represent non-mechanical
transfer of energy, are those of Joule [50], [51] from 1843 and 1845 and of Waterston
[64] from 1843.

Let us now consider the law of conservation of energy. It states that �The
total time derivative of the sum of the kinetic energy and the internal energy is
equal to the sum of the power of the external forces and the in-�ow of all other
kinds of energies per unit of time�

dK

dt
+
dE

dt
= W +Q, (14)

where K =
∫
V
ρ vi vi/2 dV is the kinetic energy, W =

∫
V
ρ fi vi dV +

∫
S
σi vi dS

is the power of the external forces, Q = −
∫
S
qi ni dS +

∫
V
ρ r dV is the in-�ow
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of heat per unit of time. Here q = qi(x, t) ei is the vector of heat �ow and r(x, t)
is the speci�c heat source. For simplicity, we assume that there is only in-�ow of
thermal energy. We also assume the existence of a function ε(x, t) called speci�c
internal energy such that ∫

V (t)

ρ ε dV = E,

where E is the total internal energy of the part of the body with volume V at time
t. The general law of conservation of energy (when heat e�ects are included), i.e.
equation (14), is called �the �rst law of thermodynamics". The �rst one to
formulate this important law was Duchem [24], Chapter III, �3, in 1892 .

In the special case Q = 0 the �rst law of thermodynamics reduces to the law
of conservation of mechanical energy

dK

dt
+

∫
V

σij dij dV = W,

where

dij ≡
1

2
(vi,j + vj,i) = dji

is the tensor of rate of deformations, introduced by Euler [41], �� 9�12, in 1769.
By a simple, but tedious calculation, substituting dK/dt, E and Q into the general
law of conservation of energy (14), transforming the surface integral into a volume
integral, and assuming continuity, we obtain the di�erential form of the general
law of conservation of energy

ρ
dε

dt
= σij dij − qi,i + ρ r . (15)

That use of a di�erential equation expressing balance of energy is necessary, except
in specially simple circumstance, was �rst emphasized by Duhem [23], Vol. I, Livre
II, Chapter III, in 1891. In 1769 Euler [41], �13, showed that the vanishing of all
components of the tensor of rate of deformations is the criterion for a rigid motion.

7. ENTROPY

In the present section we de�ne and explain the concept of entropy and the
second law of thermodynamics.

Let us begin with some history. During the Industrial Revolution in Western
Europe, it was observed that the steam engines of locomotives and other engines
that transform thermal energy into mechanical energy can not achieve e�ciency of
100%. In 1865 Rudolf Clausius [21], �14, introduced the concept of entropy for the
lost thermal energy in steam engines, i.e., the heat which remained unconverted
into mechanical energy. Entropy is de�ned by

dη = c
dθ

θ
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where η(x, t) is the entropy for unit mass, c is the speci�c heat and θ(x, t) is the
absolute temperature of the body.

The inequality of Clausius - Duhem is

d

dt

∫
V

ρ η dV ≥ −
∫
S

qi
θ
ni dS +

∫
V

ρ
r

θ
dV,

where r(x, t) is the speci�c heat source, and q = qi ei is the vector of heat �ow.
It has the direction of motion of heat. The normal n is outward to the surface S.
The �rst integral in the right hand side is the �ow of entropy per unit time through
the surface S of the volume V and the second integral is the creation of entropy
inside V by outside sources per unit time. This inequality is one of the fundamental
empirical laws of thermodynamics � the second law of thermodynamics. It is due
to Clausius [20] (1854). The meaning of the second law of thermodynamics is can
be explained as follows. It is known from experience that a substance at uniform
temperature and free fro sources of heat may consume mechanical work, but can
not give it out. That is, whatever work is not recoverable is lost, not created. Also,
in a body at rest and subject to no sources of heat, the �ow of heat is from the
hotter to the colder parts, not vice versa.

Using the well known formula

d

dt

∫
V

ρ f dV =

∫
V

ρ
df

dt
dV,

where ρ is the mass density, which holds for any continuously di�erentiable function
f(x, t), we obtain the di�erential form of the inequality of Clausius - Duhem:

ρ
dη

dt
+
(qi
θ

)
,i
− ρ r

θ
≥ 0. (16)

8. CONSTITUTIVE EQUATIONS

We consider the di�erential forms of: the law of conservation of mass (10),
the law of conservation of energy (15), the equations of motion of a continuous
medium (13), and the inequality of Clausius-Duhem (16) as a system. These are
5 scalar di�erential equations and 1 inequality for the 16 unknown functions ui,
ρ, σij , ε, η and θ. We take in consideration the symmetry of the stress tensor
σij = σji, the de�nition of dij = (vi,j + vj,i)/2, and assume that f and r are given.
It is remarkable, but not surprising, that physics provides the additional equations
necessary to solve this system. These are the so called constitutive equations and
contain information about the speci�c material of the medium. An elastic is very
di�erent from water, which is very di�erent from an oil or a gas. The constitutive
equations characterize the mechanical and thermal properties of the medium.
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In experiments and observations, the motion of the material particles of the
continuous medium and its temperature can be observed and measured, so from
mathematical stand point the components ui of the displacement vector, the
temperature θ, as well as their derivatives, will be the independent variables in
the constitutive equations, which we are trying to build. All of the rest of the
variables will dependent on these ones and will be dependent variables. These are:
σij , ε, qi and η, a total of 11 such variables. The mass density ρ is also a dependent
variable. For it we already have a di�erential equation, relating it to the rest of the
variables, namely the law of conservation of mass.

Because the constitutive equations characterize the properties of the materials,
they must remain invariant under a rotation or a translation. This requirement
is met if the variables (both independent and dependent), which those equations
relate, are themselves independent of such transformations. It is easy to show that
such variables are:

Σkl = σij
∂xi
∂Xk

∂xj
∂Xl

, Qj = qi
∂xi
∂Xj

as well as the scalar functions ε and η. Thus, in the constitutive equations which
we are trying to construct, it will be reasonable to regard as independent variables
the temperature θ, the coordinates Xi, the gradient δθ/δXi of the temperature and
the tensor of deformations Eij . Hence for a thermoelastic medium the constitutive
equations are :

Σij = Σij(E, θ,G,X) , Qi = Qi(E, θ,G,X) , ε = ε(E, θ,G,X) , η = η(E, θ,G,X) ,

where G denotes the gradient of the temperature with respect to the Lagrangian
coordinates Xi, i = 1, 2, 3. Using

(∂xi/∂Xk)(∂Xk/∂xj) = δij , (∂Xi/∂xk)(∂xk/∂Xj) = δij ,

we invert the equations for Σkl and Qj to obtain

σij = Σkl(E, θ,G,X)Xk,iXl,j , qi = Qj(E, θ,G,X)Xj,i ,

ε = ε(E, θ,G,X) , η = η(E, θ,G,X) .

Using the inequality of Clausius-Duhem we will be able to see the form of the
constitutive equations in more detail. For this, a new function, free energy, is
introduced:

ψ ≡ ε− η θ.

Obviously ψ = ψ(E, θ,G,X) and we assume that it is symmetric with respect to
Eij and Eji. (This is possible, because Eij = Eji and so we can replace Eij and Eji
in ψ with (Eij +Eji)/2.) By elementary mathematical manipulations we eliminate
r from the inequality of Clausius-Duhem (16) to obtain

−ρ dψ
dt
− ρ η dθ

dt
+ σij dij −

qi θ,i
θ
≥ 0. (17)

Ann. So�a Univ., Fac. Math and Inf., 107, 2020, 29�54. 41



Substituting ψ in inequality (17), we get

−ρ ∂ψ

∂Eij

∂Eij
∂t
− ρ ∂ψ

∂θ

dθ

dt
− ρ ∂ψ

∂Gi

dGi
dt
− ρ η dθ

dt
+ σij dij −

qi θ,i
θ
≥ 0. (18)

Let us now do the calculation

∂Eij
∂t

=
1

2

∂

∂t

( ∂xk
∂Xi

∂xk
∂Xj

− δij
)

=
1

2

( ∂vl
∂Xi

∂xl
∂Xj

+
∂xk
∂Xi

∂vk
∂Xj

)
=

1

2

( ∂vl
∂xk

∂xk
∂Xi

∂xl
∂Xj

+
∂xk
∂Xi

∂vk
∂xl

∂xl
∂Xj

)
= dkl

∂xk
∂Xi

∂xl
∂Xj

=
dεkl
dt

∂xk
∂Xi

∂xl
∂Xj

.

We substitute this result in the last inequality (18) to obtain(
σkl − ρ

∂ψ

∂Eij

∂xk
∂Xi

∂xl
∂Xj

) dεkl
dt
− ρ

(
η+

∂ψ

∂θ

) dθ
dt
− ρ ∂ψ

∂Gi

dGi
dt
− qi θ,i

θ
≥ 0. (19)

The inequality (19) is linear with respect to the three variables dεkl/dt, dθ/dt and
dGi/dt with coe�cients which do not depend on them. Because dεkl/dt, dθ/dt and
dGi/dt are independent of each other (since u, θ and their gradients at an arbitrary
point are independent variables), it follows that a necessary and su�cient condition
for inequality (19) to hold is that the coe�cients of these three variables are zeros.
Thus,

σkl = ρ
∂ψ

∂Eij

∂xk
∂Xi

∂xl
∂Xj

, η = −∂ψ
∂θ

,
∂ψ

∂Gi
= 0 , qi θ,i ≤ 0.

Hence ψ does not depend on Gi, i.e. ψ = ψ(E, θ,X). Traditionally, the left hand
side of the inequality qi θ,i ≤ 0 is written as

qi θ,i = Qj Xj,i
∂θ

∂Xk
Xk,i = Qj(E, θ,G,X)GkXj,iXk,i.

Let us summarize what we have accomplished in this section. To the original
system of 5 di�erential equations for the 16 unknown functions, stated in the
beginning of the section, we added 7 new unknowns (Eij and ψ) and their de�ning
equations

Eij ≡
1

2

( ∂ui
∂Xj

+
∂uj
∂Xi

+
∂uk
∂Xi

∂uk
∂Xj

)
, ψ ≡ ε− η θ,

and also added 7 equations � for σij and η. So we have a total of 19 equations for
23 unknowns and the inequality qi θ,i ≤ 0. Thus, we need 4 more equations. These
are the equations that specify the nature of the free energy ψ = ψ(E, θ,X) and
that of the heat �ow q = q(E, θ,G,X).

For historical references on the constitutive equations of continuous media we
refer the reader to Truesdell and Toupin [63].
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9. VISCOELASTIC MEDIUM

We are interested in deriving the equations of motion of a viscoelastic medium.
We use a �dot� above a letter to denote the time derivative of the variable.

Let us assume that the continuous medium we consider has a constant density
ρ, constant temperature θ and constant entropy η. Let us also assume that the
stresses depend not only on the deformations, but also on the time derivatives of
the deformations, namely that

Σij = Σij(E, Ė,X).

The speci�c internal energy ε depends on the same variables.

Assuming that the deformations are small, the formula

σij = ρ
∂ψ

∂Ekl

∂xi
∂Xk

∂xj
∂Xl

derived above, which is valid for any continuous medium even in the case of large
deformations and with no restrictions on the form that the free energy ψ, acquires
the form

σij = ρ
∂ψ

∂εij
.

Let us assume that the free energy ψ is a quadratic function of the deformations
and their time derivatives, namely,

ρψ = a+ αijεij +
1

2
cijklεijεkl + βij ε̇ij +

1

2
βijklεij ε̇kl +

1

2
γijklε̇ij ε̇kl.

Thus we arrive at the system of equations which an elastic medium with viscosity,
a constant density ρ, constant temperature θ and constant entropy η obeys:

2εij = ui,j + uj,i

σij,j + ρ fi = ρüi , i = 1, 2, 3

σij = ρ
∂ψ

∂εij
.

Let us now calculate σij by di�erentiating ψ with respect to the deformations. We
obtain

σij = αij + cijklεkl + βijklε̇kl.

If there are no stresses in a nondeformed state, αij = 0, so

σij = cijklεkl + βijklε̇kl.

Then,

σij,j = cijkl
∂εkl
∂xj

+ βijkl
∂ε̇kl
∂xj
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= cijkl
1

2

∂

∂xj
(uk,l + ul,k) + βijkl

1

2

∂

∂xj
(u̇k,l + u̇l,k)

= cijkl
1

2
(uk,lj + ul,kj) + βijkl

1

2
(u̇k,lj + u̇l,kj).

Thus, the equations of motion of a viscoelastic medium with a constant density,
constant temperature and constant entropy are:

cijkl
1

2
(uk,lj + ul,kj) + βijkl

1

2
(u̇k,lj + u̇l,kj) + ρfi = ρüi i = 1, 2, 3.

In the one-dimensional case these equations become the single equations for the
displacement u = u(x, t)

c uxx + β u̇xx + ρf = ρ ü .

This equation can also be written as

utt −
β

ρ
uxxt −

c

ρ
uxx − f = 0,

where f = f(x, t) is given and ρ, β and c are known constants.

10. LINEAR THERMOELASTIC MEDIUM

In this section we will reach our ultimate goal � to derive the system of 20
PDEs, for 20 unknown functions, that governs the motion of a continuous medium.

Let us get started by rewriting the general law of conservation of energy (15)
in a simpler form. For this, substitute in it ε = ψ + η θ and use ψ = ψ(E, θ,X).
Then the law acquires the form

ρ
( ∂ψ

∂Ekl

∂Ekl
∂t

+
∂ψ

∂θ

dθ

dt
+
dη

dt
θ + η

dθ

dt

)
= σij dij − qi,i + ρ r

and with the help of
∂Eij
∂t

= dkl
∂xk
∂Xi

∂xl
∂Xj

it becomes

ρ
( ∂ψ

∂Ekl

∂xi
∂Xk

∂xj
∂Xl

dij +
∂ψ

∂θ

dθ

dt
+
dη

dt
θ + η

dθ

dt

)
= σij dij − qi,i + ρ r . (20)

Now substitute σij and η with

σij = ρ
∂ψ

∂Ekl

∂xi
∂Xk

∂xj
∂Xl

, η = −∂ψ
∂θ
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and 4 terms in the above law (20) cancel out. The law of conservation of energy
becomes

ρ θ
dη

dt
+ qi,i = ρ r . (21)

A linear thermoelastic homogeneous medium is one for which the following
assumptions hold:

1. The deformations are small, so the product of the gradients of the displace-
ment are ignored. Also we substitute Eij with εij ;

2. The mass density ρ does not change during the deformation process;

3. The free energy ψ is a quadratic function of the components εij and of the
temperature change T = θ−T0. Also |T |/T0 is small with respect to 1, thus θ ≈ T0.

4. The components of the heat �ow q are linear functions of εij , T and T,i.

With these assumptions the gradient of the temperature becomes

Gi =
∂θ

∂Xi
=

∂T

∂Xi
=

∂T

∂xj

∂xj
∂Xi

=
∂T

∂xj

(
δij +

∂uj
∂Xi

)
=
∂T

∂xi
+
∂T

∂xj

∂uj
∂Xi

,

where uj = xj−Xj . We ignore the product of the gradients, and obtainGi=∂T/∂xi .
In the calculations that follow we will substitute Qi with qi, because qi = Qj Xj,i =
(δij − uj,i)Qj = Qi −Qj uj,i and we ignore Qj uj,i in the presence of Qi.

To �nd the form of the functions ψ and qi we develop them in Taylor series
around their undeformed values, which are 0's. In the series for ψ we will keep
terms up to and including second order, and in the series for qi we will keep only
the linear terms:

ρψ = a− ρ η0 T −
cε

2T0
T 2 + αij εij − χij εij T +

1

2
cijkl εij εkl ,

qi = ai + bi T − kij T,j + dijk εjk .

In these Taylor expansions the constants will be determined by the calculations
that follow. Because of the requirement that ψ is symmetric with respect to the
components εij and εji of the strain tensor, we have the following relations among
the constants in its Taylor polynomial: αij = αji, χij = χji, cijkl = cjikl = cijlk =
cklij .

A short calculation shows that in the theory of small deformations

σij = ρ ∂ψ/∂εij . (22)

We also remember from the previous section that η = −∂ψ/∂θ. So

η = −∂ψ/∂θ = −(∂ψ/∂T )(∂T/∂θ) = −∂ψ/∂T . (23)

Substitute the Taylor expansion for ψ in the last formulae for σij and η to get

σij = ρ
∂ψ

∂εij
= αij − χij T + cijkl εkl ,
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ρ η = −∂(ρψ)

∂T
= ρ η0 +

cε
T0

T + χij εij .

We assume that when there is no deformation, i.e. εij = 0, T = 0 , there are
no stresses, so σij = αij = 0. Also, Qj(E, θ,0,X) = 0. Substituting 0 for Qj in
qi = Qi −Qj uj,i, we get qi(εkl, T, T,k)

∣∣
T,1=T,2=T,3=0

= 0 . Thus, when there are no

deformations, T = 0 and qi = 0, and we obtain the following equation which relates
the constants in the Taylor expansion for qi, namely 0 = ai + bi T + dijk εjk . But
1, T and εjk are linearly independent functions, so from this equation we conclude
that the coe�cients of these three linearly independent functions are zeros, i.e.
ai = bi = dijk = 0. Substituting these constants in the Taylor expansion for qi,
we get qi = −kij T,j . With this expression for qi the inequality qi θ,i ≤ 0 becomes
kij T,j T,i ≥ 0 .

Thus, we arrive at the system of partial di�erential equations that every (linear)
continuous medium obeys:

σij,j + ρ fi = ρ üi equations of motion

ρ T0
∂η

∂t
+qi,i = ρ r law of conservation of energy

σij = cijkl εkl − χij T constitutive equations for the stress tensor

ρ η = ρ η0 +
cε
T0

T + χij εij constitutive equation for the entropy

qi = −kij T,j constitutive equation for the heat �ow

εij =
1

2

(
ui,j + uj,i

)
equations of strain.

These are 20 equations for the 20 unknown functions σij , ui, qi, εij , T, η . The
mass density ρ does not change during the deformation process, so ρ coincides with
the initial mass density which we consider known. If we substitute the expressions
for σij , qi, εij , η from the last 4 lines of this system in the �rst two lines - the
equations of motion and the law of conservation of energy, we obtain the equations

cijkl uk,jl−χij T,j +ρ fi = ρ üi , i = 1, 2, 3 equations of motion

kij T,ij − cε
∂T

∂t
−χij T0

∂ui,j
∂t

+ρ r = 0 equation of thermocondactivity

for the unknown functions ui, T . These 4 equations are valid for any thermoelastic
anisotropic medium, that is a medium with di�erent mechanical and thermal
properties in di�erent directions. Some crystals are examples of such media. For
isotropic media the constants in the constitutive equations remain unchanged under
rotation of the body. Hence for such a medium χij = χ δij , kij = k δij ,
cijkl = λ δijδkl+µ δikδjl+ν δilδjk. From the symmetries cijkl = cjikl = cijlk = cklij
it is clear that µ = ν, and consequently cijkl = λ δij δkl + µ(δik δjl + δil δjk) .
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The constants λ and µ are called constants of Lam�e. Thus, the equations of a
thermoelastic isotropic medium are

(λ+ µ)uj,ji + µui,jj − χT,i + ρ fi = ρ üi ,

k T,ii − cε
∂T

∂t
− χT0

∂ui,i
∂t

+ ρ r = 0 .

The system of the general equations of linear elasticity in the case of absence
of thermal e�ects was �rst derived by Navier [55] in 1821.

The system of 20 di�erential equations above or equivalently the system of
4 equations for thermoelastic anisotropic medium can be solved with suitable
initial and boundary conditions. If the system of PDEs in question has a solution
(u1, u2, u3), it is given by the formula (7) of Cesaro. This solution is unique, provided
that cε > 0 and the quadratic form cijkl εij εkl is positive de�nite. The fact that
the solution (7) of Cesaro satis�es the whole system is demonstrated by a direct
substitution in the equations. The proof of uniqueness uses an identity, relating the
variables involved in the system of PDEs. It is delightfully elegant and surprisingly
short, see Ivanov [49] or Sokolniko� [58].

11. TWO PROBLEMS

In this section we consider a couple of concrete problems.

Problem 1. Let us �rst consider an elastic body undergoing spherically
symmetric deformation. Then the displacement vector is of the form

u = u(r)er, r 6= 0

where er is the unit vector along the radial direction. For such a displacement,
compute (i) the corresponding stress components, (ii) the normal stress on a
spherical surface r = constant and (iii) the normal stress on a radial plane. Then
determine u(r) so that Navier's equation of equilibrium with zero body force is
satis�ed.

Solution. (i) The given form of the displacement vector can be rewritten as

u = u(r)
1

r
x = φ(r)x ,

where

φ(r) =
1

r
u(r).

From this we �nd that ui = φ(r)xi, so that

ui,j = φ(r)δij + φ′(r)
(1

r
xj

)
xi = uj,i.
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Hence
uk,k = 3φ(r) + rφ′(r).

Let us now substitute these last two results in the stress�displacement relation

σ = λ(divu)I + µ(∇u +∇uT )

and make use of the fact that φ(r) = (1/r)u(r). We obtain the following expression
for the stresses associated with the given displacement �eld:

σij = 2
(

(λ+ µ)δij − 2µ
1

r
xixj

)1

r
u(r) +

(
λδij + 2µ

1

r2
xixj

)
u′(r).

(ii) For a spherical surface r = constant, we have n = er, so that ni = xi/r.
Hence, by the formula

σN = σiknink ,

enabling us to determine the normal stress σN directly from the stress components
σik, the normal stress σr on this surface is given by σr = σijninj = (σijxixj)/r

2.
Using the expression for σij obtained in part (i) of this problem, we get

σr = 2λ
1

r
u(r) + (λ+ 2µ)u′(r).

This normal stress is the radial stress.

(iii) If n is the unit normal to a radial plane, we have n ·er = 0, and the normal
stress σN on the plane is given by σN = σijninj . Another use of the expression for
σij obtained in part (i), we arrive at the following expression for the normal stress:

σϕ = 2(λ+ µ)
1

r
u(r) + λu′(r).

This normal stress is the peripheral stress.

(iv) Finally, to determine u(r), we return to the expressions for ui,j and uk,k
obtained in part (i) of the problem and calculate that

ui,ij = uk,ki =
(
φ′′(r) +

4

r
φ′(r)

)
xi.

Substituting these into Navier's equation of equilibrium

µ∇2ui + (λ+ µ)uk,ki + fi = 0,

with fi = 0, we see that it is satis�ed if φ(r) obeys the following di�erential equation:

d2φ

dr2
+

4

r

dφ

dr
= 0 .

The general solution of this equation is

φ(r) =
A

r3
+B ,
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where A and B are arbitrary constants. Thus,

u(r) =
A

r2
+Br ,

which is the sought solution of Navier's equation of equilibrium with zero body
force.

The interested reader is invited to apply the ideas demonstrated in the above
problem to solve the following

Problem 2. An elastic body undergoes a deformation, which is symmetric
about the x3 axes. Then the displacement vector is of the form

u = u(R)eR, R 6= 0 ,

where R2 = x21 + x22 and eR is the unit vector along the radial direction in the
cylindrical polar coordinate system with x3 axis as axis. For this displacement
compute (i) the corresponding stress components; (ii) the normal stress on a cylind-
rical surface R = constant; and (iii) the normal stress on a plane containing the
x3 axis. Also, determine u(R) such that the Navier's equation of equilibrium with
zero body force is satis�ed.

12. THE CONTEMPORARY APPLICATIONS

In many applications the analytic solution (7) of Cesaro, to the system which a
continuous medium obeys, can be obtained. Examples of such applications are the
elongation, the twisting and the bending of cylindrical elastic beams; the stretching
of a beam by its own weight; the twisting of a rectangular beam by two pairs
of forces applied at each end of the beam; the twisting of circular cylinder with
one base �xed and the other subjected to a pair of forces creating a torque; the
displacement of a bended beam; and many others. Some 2-dimensional problems,
like the displacement of an elastic membrane, subjected to uniform pressure from
one side, have analytic solutions that use harmonic functions. The solution for the
twisting of hollow, tube-like, beams also uses harmonic functions. The solution for
the twisting of a cylinder by forces applied to its surface, and that for the bending
of a tube with a circular or an elliptical cross-section, uses conformal maps. Most
of these problems, solved in all detail, can be found in Sokolniko� [58].

During the mid-1950s and 1960s the computer started to become a major
tool for solving problems in continuum mechanics. At �rst the �nite di�erence
methods and the Rayleigh-Ritz method (using the theorem of minimal potential
theory), were employed. Both of these methods required the solution of large
numbers of simultaneous equations and faced the danger of the system becoming ill-
conditioned as the number of equations increased. Finite di�erence methods have a
long history, including contributions by Newton, Laplace, Gauss, Bessel and others.
The method of �nite di�erences replaces the de�ning di�erential equation with
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equivalent di�erence equations. The boundary conditions are satis�ed at discrete
points by specifying either the function or its derivatives. The result of this analysis
are numerical values of the function at discrete points throughout the body.

Computer simulations of exploding stars, the expansion of the early Universe,
and the evolution of nebulae are so unbelievably realistic, only because they obey
the equations of continuum mechanics. May be less dramatic, but signi�cant from
an applied point of view, is the fact that the �ow of water or the spilling of oil
can be modeled with the system for the motion of that continuous medium, and be
presented visually in real time.

Modern cosmological simulations following the evolution of large portions of
the Universe use numerical methods from hydrodynamics, more speci�cally the
numerical solutions of the equations of compressible �uids. Simulations of merging
clusters of gallaxes are made this way. More speci�cally, the equations of motion
for a compressible �uid are solved using a Lagrangian formulation in which the
�uid is partitioned into elements, a subset of which is represented by particles of
known mass and speci�c energy. Continuous �elds are represented by interpolating
between particles using a smoothing kernel, which is normally de�ned in terms of a
sphere containing a �xed number of neighbors, centered on the particle in question.
This method uses an arti�cial viscosity.

Continuum mechanics has become a fundamental science in investigations in
tissue biomechanics. Soft tissue constitutive equations have been developed and
the stresses and strains are being calculated for skin, tendon, ligament and bone.
As new materials are being developed, they are being modeled as a continuum.
Continuum mechanics is also being used in nanotechnology even on that small of
a scale.

The most prominent relevant texts in Russian are listed as references [65] �
[68].

Making an exhaustive list of the contemporary applications of Continuum
Mechanics is impossible, as the subject is vast, vibrant, and multidisciplinary and
develops literary every day. New branches of the subject are the nonlinear theory
of elasticity, relativistic continuum mechanics and computational �uid dynamics.
In recent years it has found connections with biomechanics and nanomechanics. A
few of the most recent applications of continuum mechanics are: memory e�ects,
the qualitative studies of the equations of Navier-Stokes, cross-di�usion systems
from biology and physics, the decay of acceleration waves, and the �uid animation
implementing numerical solutions to the 3D Navier-Stokes equations.
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This paper is the second of a series of two articles reviewing the contributions of
continuum mechanics and its history. The review is written for the mathematician who
is not a specialist in this �eld, and aims to give an in-depth overview of the mathematics
as well as a historical perspective of this �eld. The �rst of the two papers [10], Part
I. �Deformation and Stress. Conservation Laws. Constitutive Equations�, starts at the
very origins of continuum mechanics and brings the reader up to the 1820's when Navier
publishes the system of the general equations of linear elasticity in 1821. The present
paper continues, discussing the consequences of this system, some of its simpli�cations
and approaches for solution. It also gives a perspective of how waves propagate in
continuous media. Reviewed are also perfect �uids and linearly viscous �uids. At the
end, the paper discusses the conditions for compatibility of the stresses.
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1. INTRODUCTION

The �rst attempt to discuss the motion of a continuous medium in more than
one dimension occurs in an isolated passage by D. Bernoulli from 1738 [2], �11,
paragraph 4.

We are surrounded by matter in the form of continuous media � deformable
solids, liquids and gasses. To study how they move in response to forces, while
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obeying the natural laws, we need two sets of coordinates.Material coordinates,
also called Lagrangian coordinates, are denoted by (X1, X2, X3) and are the
coordinates of the material points of the continuous medium at time t = 0. Lagrange
introduced them in 1788 in [22], part II, section II. Spatial coordinates, also
known asEulerian coordinates, are denoted by (x1, x2, x3) and are the coordinates
of the points of 3-dimensional space (in which we observe the medium) occupied
by the medium at time t > 0. Since the material coordinates are the coordinates of
the material points at an arbitrary initial time t = 0, they can serve for all time as
names for the particles of the material. The spatial coordinates, on the other hand,
we think of as assigned once and for all to a point in the Euclidean space. They are
the names of places. The motion x = x(X, t) chronicles the places x occupied by
the particle X in the course of time. Under external in�uences - forces and heating
- the continuous body deforms. The goal of Continuum Mechanics is to �nd the
family of transformations

xi = xi(X1, X2, X3, t) , i = 1, 2, 3, (1)

giving the Eulerian coordinates as functions of the Lagrangian coordinates for t ≥ 0.
This motion is deterministic, obeying only the natural laws.

The general theory of the motion of a continuous medium, understood as a
family of deformations continuously varying in time, is almost exclusively due to
Euler, published in the period 1745 � 1766, references [25] � [40] in the �rst paper of
this review, and Cauchy, published in the period 1815 � 1841, references [3] � [18] in
the �rst paper of this review. Important special results were added by D'Alembert
in 1749, Green in 1839, Stokes in 1845, Helmholtz in 1858 and Cesaro in 1906, also
cited in the �rst part of this review.

2. LINEAR THERMOELASTIC CONTINUOUS MEDIA

The systems of equations

cijkl uk,jl − χij T,j + ρ fi = ρ üi , i = 1, 2, 3 equations of motion (2)

kij T,ij − cε
∂T

∂t
− χij T0

∂ui,j
∂t

+ ρ r = 0 equation of thermal condactivity (3)

for the unknown functions ui, T , which are valid for any linear thermoelastic

anisotropic medium, were �rst published in 1821 by Navier [30]. Here and in the
rest of the paper a dot above a variable denotes a di�erentiation with respect to time
and two dots denote a double di�erentiation with respect to time. Here ui are the
three components of the vector of displacement u, T is the temperature di�erence,
and are functions of the space coordinates (x1, x2, x3) and the time t. As usually in
the literature, a �rst partial derivative with respect to a space coordinate is denoted
by one lower index after a comma, a second partial derivative with respect to space

56 Ann. So�a Univ., Fac. Math and Inf., 107, 2020, 55�77.



coordinates is denoted by two lower indexes after a comma; ρ is the mass density,
fi are the components of the assigned (mass) force, r is the heat source, and cijkl,
χij , kij , cε, T0 are constants.

The system (2), (3) in the case of an isotropic body acquires the form:

(λ+ µ)uj,ji + µui,jj − χT,i + ρ fi = ρ üi (4)

k T,ii − cε
∂T

∂t
− χT0

∂ui,i
∂t

+ ρ r = 0. (5)

Both these systems simplify signi�cantly if the process is isothermal or adiabatic.
A process is called isothermal if the changes that are taking place are �slow�, so
that the change in temperature is small and can be ignored. In the notation we use,
T = 0. In that case we do not consider at all the equation of thermal conductivity.
So the remaining equations are

cijkl uk,jl + ρ fi = ρ üi , i = 1, 2, 3 (6)

for an anisotropic body and

(λ+ µ)uj,ji + µui,jj + ρ fi = ρ üi (7)

for an isotropic medium. The equations (6) and (7) are known as the isothermal

equations of elasticity for an anisotropic and isotropic medium, respectively. The
constants cijkl, λ, µ are called isothermal constants.

The process is called adiabatic if the changes that take place in the medium
are �fast�, so that the heat exchange that takes place between di�erent parts of the
body, being a �slower� process, can be ignored, that is, qi = 0. Of course, in this
case there are no sources of heat.

It is interesting that an adiabatic process is also isoentropic, that is, has a
constant entropy η = η0 = constant. This can be seen from the equations

ρ T0
∂η

∂t
+ qi,i = ρ r law of conservation of energy

ρ η = ρ η0 +
cε
T0

T + χij εij constitutive equation for the entropy

which were derived in Part I of this review, as a part of the system of 20 equations
which any linear thermoelastic continuous medium obeys. From the constitutive
equation for the entropy, for an anisotropic body, we get

T = −χij T0
cε

εij .

For an isotropic body the relationship between the entropy and the deformations
is

T = −χT0
cε

εii.
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After substituting these last two equations for T in the equations of motion (2)
for an elastic anisotropic medium and in equations (4) for a thermoelastic isotropic
medium, these equations aquire the form:

caijkl uk,jl + ρ fi = ρ üi , i = 1, 2, 3 (8)

and respectively
(λa + µa)uj,ji + µa ui,jj + ρ fi = ρ üi, (9)

where the adiabatic constants caijkl, λ
a and µa are related to their corresponding

isothermal constants via the equations

caijkl = cijkl +
χij χkl T0

cε

λa = λ+
χ2 T0
cε

, µa = µ.

In the remaining of the paper we will drop the upper index of the constants in the
adiabatic equations of elasticity, namely in equations (8) and equations (9), so they
will not di�er in form from their corresponding isothermal equations (6) and (7).
We will call these equations the equations of elasticity.

For an isothermal process, the constitutive equations

σij = cijkl εkl − χij T (10)

for the components of the stress tensor, acquire the form

σij = cijkl εkl. (11)

In the case of adiabatic process the relationship among stresses and deformations
is analogous, if the constants cijkl are the adiabatic constants.

For isotropic bodies from

cijkl = λ δij δkl + µ(δik δjl + δil δjk)

follows that
σij = λ εkkδij + 2µ εij . (12)

The equations (11) or respectively (12), giving the relationship between the stresses
and the deformations, are known as the generalized law of Hooke. Equations
(12) with λ = µ were derived from a molecular model by Navier published in 1821
[28], [29]; more generally by Poisson [32] in 1829 .

The elasticities λ, µ and cijkl in equations (11) and (12) are material constants
or functions of the temperature or entropy. Their physical dimensions are those of
stress, and they bear no physical connection with the mathematically analogous
viscosities appearing in the Navier-Poisson law, discussed in section 8 �Linearly
Viscous Fluids� of this paper.
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The equations (11) or respectively (12) together with the equations of motion

σij,j + ρ fi = ρ üi

of a linear continuous medium and the equations of strain

εij =
1

2

(
ui,j + uj,i

)
form the system of equations of elasticity for an anisotropic and isotropic body
respectively. This system consists of 15 equations for the 15 unknown functions ui,
εij and σij , where εij are the components of the strain tensor and σij are the
components of the stress tensor. Unlike that, the systems (6) and (7) are systems
with 3 equations each for the three unknown displacements ui. These equations are
typically called the equations of elasticity in displacements or equations of
Lam�e, and can be solved with appropriate initial and boundary conditions.

Because of the symmetries cijkl = cjikl = cijlk = cklij , the number of the
independent components of the tensor cijkl is signi�cantly smaller than that of a
general tensor of rank 4. Thus, it is appropriate to replace couples of indexes with a
single index via the following scheme: 11→ 1, 22→ 2, 33→ 3, 23 and 32→ 4, 31
and 13 → 5, 12 and 21 → 6. The following notation is also used to denote the
components of the stress tensor and those of the tensor of deformations:

σ1 = σ11, σ2 = σ22, σ3 = σ33, σ4 = σ23, σ5 = σ31, σ6 = σ12

ε1 = ε11, ε2 = ε22, ε3 = ε33, ε4 = 2ε23, ε5 = 2ε31, ε6 = 2ε12.

Then the generalized law of Hooke (11) acquires the form

σα = cαβ εβ , (13)

where the Greek indices run from 1 to 6, and repeated indices denote summation
from 1 to 6. Because cαβ = cβα, the number of independent constants in the
generalized law of Hooke (13) for an arbitrary anisotropic body is 21.

The function

U =
1

2
σij εij =

1

2
σα εα =

1

2
cijkl εij εkl =

1

2
cαβ εα εβ (14)

is called the density of the potential energy of the deformation, or the elastic

potential. So the potential energy of the deformation is

U =
1

2
cijkl

∫
V

εijεkldV =

∫
V

U dV

and

σα =
∂U

∂εα
.
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There is a physical reason to require that the elastic potential be a positive
de�nite form, because then, in any given small strain from an unstressed state, the
stress must do positive work. Assuming that the elastic potential is positive de�nite,
it follows that the constants cαβ satisfy the following restrictions:
c11 > 0, . . . ,det|cαβ | > 0. In the case of isotropic body these inequalities acquire
the form λ + 2µ > 0, 4µ(λ + µ) > 0, . . . , 4µ5(3λ + 2µ) > 0. Hence the necessary
and su�cient condition for these inequalities to be satis�ed is:

3λ+ 2µ > 0, µ > 0. (15)

The elastic potential and its resulting potential energy of the deformation are
due to Green, who published them in 1839 [11], and in 1841 [12]. He proposed
that the work done by stress in a deformation depends only upon the strain and is
recoverable work. In his original papers, Green de�nes the stored energy Σ by

Σ(ε) =
1

2
σkmεkm,

(later renamed the elastic potential U, which we de�ned with (14)). Thus, in Green's
theory the number of independent elasticities is 21. He derives that

σkm =
∂Σ

∂εkm
. (16)

By the representation theorem for isotropic scalar functions, it follows that the
stored energy can be expressed in terms of the �rst and second invariants of the
tensor ε as

Σ =
1

2
(λ+ 2µ)I2ε − 2µ IIε.

A body is called hyperelastic if it obeys Green's theory, based upon the use of
Σ as a stress potential according to (16). This theory has some remarkable results,
which we review next.

The fact that det|cαβ | > 0 guarantees that the equations of the generalized law
of Hooke (13) can be solved for the deformations, obtaining

εα = sαβ σβ ,

where the matrix |sαβ | is the inverse of the matrix of elastic constants |cαβ |, and
is called the matrix of sti�nesses. In the isotropic case the deformations εij can
be expressed with the stresses, if we take in consideration that for i = j from the
generalized Hooke's law (12), namely, σij = λ εkkδij + 2µ εij , we obtain

σii = (3λ+ 2µ)εii.

Then

εii =
1

2µ
(σij − λεkkδij)

=
1

2µ
σij −

λ

2µ(3λ+ 2µ)
σkkδij =

1 + ν

E
σij −

ν

E
σkkδij , (17)
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where the constant

E =
µ(3λ+ 2µ)

(λ+ µ)

is always positive and is called the module of Jung. For metals the module of Jung
is of the order of 1011 N/m2. The constant ν is called the coe�cient of Poisson and
is ν = λ/(2λ+ 2µ). It is clear that −1 < ν < 1/2. For all known materials Poisson's
coe�cient is positive. For metals it varies usually in the interval [1/4, 1/3].

Let us now consider a couple of special cases. Let us assume that fi = 0
and that the problem is static, i.e., the components ui of the displacement do not
depend on the time t. In this case the initial conditions of the system of di�erential
equations are no longer present and only the boundary conditions ui(x, t) = gi(x, t)
for x ∈ Su and σij(x, t)nj(x, t) = hi(x, t) for x ∈ Sσ remain, because the medium
is elastic and not thermoelastic.

1. Simple Shear

Simple shear is characterized by the following stresses:

σ23 = constant 6= 0, the rest of σij = 0. (18)

These stresses satisfy the equations of equilibrium σij,j = 0. The deformations
that correspond to them are:

ε23 =
1

2µ
σ23, the rest of εij = 0.

The geometric interpretation of the tensor of deformations, which was explained in
the �rst part of this review, follows that a cube with sides parallel to the coordinate
planes, will deform under a simple shear in such a way that the right angle between
the edges of the cube, that are parallel to the axes x2 and x3 decreases (if σ23 > 0)
or increases (if σ23 < 0) with the angle γ23 = 2ε23. From equations (10) follows
that

µ =
σ23
γ23

.

Thus, µ has the meaning of the ratio between the so called shearing stress σ23 to
the resulting from it change γ23of the right angle. The constant µ is called module

of shearing, it is often denoted in the technical literature by G.

2. Hydrostatic Pressure

We consider an elastic body with an arbitrary shape. Its boundary is subjected
to stresses, that are applied perpendicularly to the surface, toward the body, and
have a constant intensity p > 0. Then

σi = −p ni, (19)

where ni are the components of the outward unit normal to the surface of the body.
The stresses

σ11 = σ22 = σ33 = −p, and σij = 0 if i 6= j
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satisfy the equations of equilibrium with fi = 0 and boundary conditions given by
(19). From equations (17) it follows that

ε11 = ε22 = ε33 = − p

3λ+ 2µ
, and εij = 0 if i 6= j. (20)

Both in this and in the previously considered example, the deformations are constant,
and thus satisfy the conditions for compatibility of St. Venant, discussed in detail
in the �rst paper of this review. Hence from them the displacements ui can be
calculated, that correspond to the stresses in consideration. From equations (12) one
calculates the relative change in the volume (expansion if p < 0) and (contraction
if p > 0). Let ε ≡ εii. Then

ε = −p
k
, (21)

where
k = λ+ 2µ/3 = E/(3− 6ν) (22)

is called the module of contraction. It is the ratio of the hydrostatic pressure to
the relative change of volume. From the inequalities (21) it follows that k > 0.

The elastic material is called noncompressible if under pressure the relative
change ε of the volume remains zero. In that case from (21) and (22) we calculate
that ν = 1/2.

3. THE LAW OF CONSERVATION OF MECHANICAL ENERGY

We considered the law of conservation of mechanical energy in part I of this
review and showed that it has the form

dK

dt
+

∫
V

σij dij dV = W,

where K =
∫
V
ρ vi vi/2 dV is the kinetic energy,

W =

∫
V

ρ fi vi dV +

∫
S

σi vi dS (23)

is the power of the external forces and dij ≡ (vi,j +vj,i)/2 = dji is the tensor of the
rate of deformations, introduced by Euler in 1769 [9], �� 9-12. In the case of small
deformations dij = ∂εij/∂t. The total time-derivative of the potential energy U of
the deformations is

dU

dt
=

1

2
cijkl

∫
V

∂

∂t
(εijεkl)dV = cijkl

∫
V

εij
∂

∂t
εkldV.

Then it follows that in the linear theory of elasticity the law of conservation of
mechanical energy acquires the form

d

dt
(K + U) = W. (24)

62 Ann. So�a Univ., Fac. Math and Inf., 107, 2020, 55�77.



If we denote by

A(τ) =

∫ τ

0

Wdt (25)

the work done by the external forces during the interval of time [0, τ ] and assume
that at t = 0 the body was in an undeformed state and at rest, i.e.K(0) = U(0) = 0,
then from equation (24) it follows that

K(τ) + U(τ) = A(τ), (26)

where the argument of the functions K, U and A determines the moment at
which they are evaluated. Equation (26) shows that the sum of the kinetic and
the potential energies at a given moment equals the work done by the mass forces
and the surface forces upto that moment.

4. THE STATIC PROBLEM

In a static problem we are not interested in the process of deformation, but
only in the �nal state, which we regard as an equilibrium. The static theory is a
linear one: uniformly doubled displacements always result from uniformly doubled
loads, and, more generally, from displacements u1, u2 corresponding to stresses
σ1, σ2, assigned forces f1, f2, and assigned surface loads σ1

N , σ
2
N we construct a

displacement u ≡ u1 − u2 answering to the stress σ = σ1 − σ2, force f = f1 − f2,
and surface load σN = σ1

N − σ2
N .

Let us assume that such an equilibrium state is reached in the moment t = τ .
Then K(τ) = 0 and hence U(τ) = A(τ). Since the potential energy U(τ) does
not depend on the �path� of the deformation, but only on the �nal deformation,
we may choose an arbitrary �path� of deformation. Let us choose the mass force
components fi, the stress components σi and the components ui of the displacement
in the following way:

In the time interval 0 ≤ t ≤ ε: fi(x, t) = 0, σi(x, t) = 0 and ui(x, t) = 0,

in the interval ε ≤ t ≤ τ − ε:

fi(x, t) = fi
t− ε
τ − 2ε

, σi(x, t) = σi
t− ε
τ − 2ε

, and ui(x, t) = ui
t− ε
τ − 2ε

,

in the interval τ − ε ≤ t ≤ τ : fi(x, t) = fi, σi(x, t) = σi and ui(x, t) = ui,

where by fi, σi and ui we denote the values of these functions at the moment t = τ
and depend only on the position x. They satisfy the equations of equilibrium and
so the functions fi(x, t), σi(x, t) and ui(x, t), de�ned above satisfy the equations of
motion. Then from equations (25) and (23) we obtain

U(τ) =

ε∫
0

Wdt+

τ−ε∫
ε

Wdt+

τ∫
τ−ε

Wdt =

τ−ε∫
ε

Wdt =
1

2

∫
V

ρfiui dV +
1

2

∫
S

σiui dS,
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because the velocity ∂ui/∂t = 0 outside the interval [ε, τ − ε], as a consequence
of the choice we made on t in the de�nitions of the functions fi(x, t), σi(x, t) and
ui(x, t) above. In this way we arrive at the formula of Clapeyron [4] from 1834,
asserting that the potential energy of the deformation equals half of the work which
the external forces (mass forces and surface forces) would have done, if they had
from the beginning the values which they acquire at the deformed equilibrium stage.

Solving even equilibrium problems of the linear theory of elasticity often brings
signi�cant di�culties. This is due primarily to the form of the boundary conditions.
The principle of St Venant is helpful in many such situations. This principle
applies to the di�erence in the stresses and the di�erence in the deformations inside
the body, which result from two di�erent, but statically equivalent systems of surface
forces, applied at some portion of the boundary. According to this principle, in
domains su�ciently far from this part of the boundary, the di�erence in the stresses
and that in the deformations is ignorably small.

In 1859 Kirchho� [19] establishes the uniqueness of the solution to boundary
value problems of equilibrium where the stress vector and the displacement are
prescribed upon disjoint surfaces S 1 and S2, respectively, such that the closure
of S1 + S2 is the complete boundary of a �nite body V. The displacement u is
determined uniquely to within an in�nitesimal rigid displacement. He published
these results also in 1876 in [20].

There is a remarkable variational principle enabling us, in the case of equilibrium
subject to given surface displacements and vanishing assigned force in the interior,
to select among all kinematically possible deformations that one which satis�es the
equations of the theory of elasticity, when a positive de�nite elastic potential is
given. The �rst to recognize its signi�cance was Kelvin, who in 1863 expressed
it as �the elementary condition of stable equilibrium�. As a proved theorem of
linear three-dimensional elasticity, it was �rst given by Love [26] in 1906 : �The
displacement that satis�es the equations of equilibrium as well as the conditions at
the boundary surface yields a smaller value for the total stored energy that does any
other displacement satisfying the same conditions at the bounding surface.�

For a review of the two-dimensional linear elastic problem and that for cylindric
bodies the reader is referred to Ivanov [18].

5. THE PROPAGATION OF WAVES

Having given consideration to static problems, let us now consider the propagat-
ion of waves.

In Continuum Mechanics waves are described as �singularities"across the two
sides of a geometric two-dimensional surface that propagates in space. Such surfaces
are called singular. To make things speci�c, consider a family of surfaces given by

x = x(p1, p2, t), (27)
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where p1, p2 are a pair of surface parameters, identifying what we shall call a surface
point. The velocity of the surface point, identi�ed in this way, is

∂x

∂t

∣∣∣
p1,p2=const.

. (28)

By eliminating the parameters, we may write (27) in the form

α(x, t) = 0 (29)

for some function α. De�ne the normal component vn of the velocity of a moving
surface by the scalar product

vn ≡
∂x

∂t

∣∣∣
p1,p2=const.

· n = −
∂α
∂t√
α,i α,i

(30)

where n is the unit normal to the surface. vn is called the speed of displacement

of the surface. The velocity vnn is the normal velocity of the surface.

Let Ψ be a function de�ned on the surface, we may for our purposes consider
it scalar, vector or tensor-valued. If Ψ undergoes an abrupt change in its value from
one side of the surface to the other, the surface is called a singular surface with
respect to the tensor Ψ. The jump in value of Ψ is denoted by [Ψ]. Hugoniot-
Duhem theorem states that: The speed of displacement of a singular surface across
which Ψ and its derivatives of orders 1, . . . , p − 1 are continuous, but at least one
p-th derivative of Ψ is discontinuous is determined up to sign by the ratio of the
jump of ∂pΨ/∂tp to that of the normal p-th derivative, ∂pΨ/∂np.

Let us now recall the material representation of a moving surface. If we express
the Eulerian coordinates x via the Lagrangian coordinates X and substitute them
in the de�nition (29) of the surface, we obtain S(X, t) ≡ α(x(X, t)). In the latter
representation, which we denote by S(t), we may consider the medium particles as
stationary and the surface S(t) moving amongst them, being occupied by a di�erent
set of particles at each time t. The speed of propagation of the wave is

VN ≡ −
∂S
∂t√
S,i S,i

.

This speed is a measure of the rate at which the moving surface S(t) traverses the
material.

A surface that is singular with respect to some quantity and that has a nonzero
speed of propagation is called a propagating singular surface or a wave.

Above we de�ned a singular surface with respect to an arbitrary quantity Ψ.
Duhem proposed to regard all quantities associated with a motion as functions of
the material variables X and t and to de�ne the order of a singular surface with
respect to Ψ as the order of the derivative of Ψ of the lowest order su�ering a
non-zero jump upon the surface.
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Some of the most interesting singularities are included in the case when

Ψ ≡ x(X, t),

i.e., are surfaces across which the motion itself, or one of its derivatives, is discontin-
uous. Surfaces across which at least one of the functional relations x = x(X, t) or
X = X(x, t) de�ning the motion itself is discontinuous are singularities of order
zero; those across which some of the �rst derivatives of x are discontinuous are of
�rst order, etc.

For a singular surface of order 1, we put Ψ = xi and obtain

[xi,k] = siNk si = [Nm xi,m], [ẋi] = −VN si.

Here Nk are the components of the unit normal N to the surface x = S(X, t)
de�ning the motion and equal

Nk =
S,k√
S,m S,m

.

The vectorN is the normal velocity of the material. The vector s, with components
si, is the singularity vector. It is parallel to the jump of velocity, its magnitude
varies with the choice of the initial state and thus does not furnish a measure of
the strength of the singularity. The jump in the speed of propagation of a singular
surface is the negative of the jump in the normal velocity of the material.

For a singular surface of order 2:

[xi,km] = siNkNm si = [NkNm xi,km]. (31)

Also
[ẋi,k] = −VN siNk, [ẍi] = V 2

N si. (32)

The formulae (31) and (32) show that a singular surface of order 2 is completely
determined by a vector s and the speed of propagation VN . They show that every
wave of second order carries jumps in the velocity gradient and the acceleration.
Waves of second order are therefore called acceleration waves.

For a body of continuous constant elasticity C, putting σmk = Ckmpq εpq into
the equations of motion ρẍk = σkm,m + ρfk yields

[ρẍk] = Ckmpq [up,qm], (33)

where we have supposed that ρf is continuous. In linear elasticity
[up,qm] = δαqδβm[xp,αβ ]. By applying the general identities (31) and (32) for an
acceleration wave, when the present con�guration is taken as the initial one, from
(33) we obtain

ρ V 2sk = Ckmpq nq nm sp, (34)

or
(Ckmpq nq nm − ρ V 2δpk) sp = 0.
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From this it follows that in order for an acceleration wave with normal n to exist
and propagate, the jump s which it carries must be an eigenvector of Ckmpq nq nm
corresponding to the eigenvalue ρ V 2. For a body such that the work of the stress
in any deformation is positive, as in the case for a hyperelastic body with positive
de�nite stored energy, the tensor Ckmpq nq nm is positive de�nite, therefore all
eigenvalues ρ V 2 are positive, and therefore all possible speeds are real. In the
general case, in any linearly elastic body such that the work of the stress is positive
for arbitrary deformations, a wave with given normal n may carry a discontinuity of
the acceleration parallel to any one of three uniquely determined, mutually
orthogonal directions, and corresponding to each of these directions there is a speed
of propagation determined uniquely by the elasticities of the material and by n.

When the eigenvalues ρ V 2 are not distinct, the above conclusion must be
modi�ed, as is seen most easily by considering the isotropic case, for then (33)
assumes the more special form

[ρẍk] = (λ+ µ) [up,pk] + µ [uk,pp],

so that for an acceleration wave we have

ρ V 2sk = (λ+ µ) spnpnk + µ sk,

specializing (34). Taking the scalar and vector products of this equation by n yields

(ρ V 2 − (λ+ 2µ)) s · n = 0, (ρ V 2 − µ) s× n = 0.

If s · n 6= 0, the �rst of these equations yields ρ V 2 = λ+ 2µ, and the second, if we
exclude the case when λ+µ = 0, yields s×n = 0. If s·n = 0, but s×n 6= 0, the second
equation yields ρ V 2 = µ. Summarizing these results, we see that in an isotropic
linearly elastic body for which λ + µ 6= 0, a necessary and su�cient condition
that the acceleration waves be propagated at positive speeds is λ + 2µ > 0, µ > 0.
This condition is satis�ed when the stored energy is positive de�nite. Two kinds of
acceleration waves are possible: longitudinal waves, whose speed of propagation is
given by

V 2 = (λ+ 2µ)/ρ,

and transverse waves, for which

V 2 = µ/ρ.

The foregoing results were �rst obtained by Christo�el [5] in 1877 and independently
by Hugoniot [16] in 1886. These results demonstrate the far-reaching e�ect of
isotropy: instead of three speeds of propagation, for an isotropic body there are only
two, but instead of there being only three possible directions for the discontinuity,
there are in�nitely many, though the possible directions are still far from arbitrary.
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6. PERFECT FLUIDS

A continuous medium is a perfect �uid if it can support no shearing stress
and no couple stress. As a consequence of these restrictions, the stress tensor σ
is hydrostatic, σ = −p1, and from Cauchy's �rst law of motion the dynamical

equation of Euler is obtained

ρẍ = −grad p+ ρf . (35)

Euler published this equation in 1757, see [8]. Cauchy's second law is satis�ed
automatically, in other words, ballance of linear momentum in a perfect �uid implies
balance of moment of momentum, as long as there are no extrinsic couples, while
if there are such present, the perfect �uid is incompatible with the principles of
mechanics. Hugoniot in 1887 [17] Part I, Hadamard in 1903 [13] and Duhem in
1901 [7] Part II, Chap. IV, proved that a perfect �uid admits only longitudinal
waves. Hadamard [13] and Duhem [7] Part II, Chap. I, proved that in an isochoric
motion of a perfect �uid wave propagation of any kind is impossible.

In 1869 Kelvin proved that: �A �ow of a perfect �uid subject to lamellar
assigned force is circulation preserving if and only if there exists a functional
relation

f(p, ρ, t) = 0; (36)

alternatively, if and only if, for each �xed time, the pressure is constant, or the
density is constant, or the surfaces p = const. coincide with the surfaces ρ =
const.� Kelvin's theorem is regarded as the fundamental theorem of classical hydro-
dynamics. Flows satisfying (36) are called barotropic.

A perfect �uid may be such that all its �ows are barotropic; this is the case
for homogeneous incompressible �uids, for which ρ = const. in space and time,
and for piezotropic �uids, for which there is an equation of state of the form
p = f(ρ). But these conditions are merely su�cient, not necessary for barotropic
�ow. For example, in a �uid having equations of state p = F (ρ, θ) = G(ρ, η), special
conditions may lead to a �ow for which θ = const. or for which η = const. Any such
�ow is barotropic, but the functional form of f in (36) depends upon the particular
conditions giving rise to the �ow.

When (36) holds, all the numerous theorems appropriate to circulation
preserving motion may be applied: the Helmholtz vorticity theorems, the Bernoullian
theorems and the Helmholtz theorem of conservation of energy. Indeed, all general
theorems of classical hydrodynamics follow from the circulation preserving property.

It should be noted also that In the case of a barotropic �ow, the speed of
propagation of acceleration waves

[ẍn] = −c2
[d log ρ

dn

]

68 Ann. So�a Univ., Fac. Math and Inf., 107, 2020, 55�77.



is c, where

c2 ≡ ∂p

∂ρ
.

This is Hugoniot's theorem, published in 1885, see [15] and [17], Part I.

For barotropic �ows in which neither the pressure nor the density is uniform,
a necessary and su�cient condition for wave propagation to be possible is that the
pressure be an increasing function of the density; this being so, waves of all orders
greater than 1 propagate with the unique speed c. Since c is the common speed of
propagation of so many kinds of waves, it is called the speed of sound.

7. PROBLEMS

In this section we would like to apply the ideas presented so far in order to
solve some concrete problems.

Problem 1. A rectangular tank containing a nonviscous liquid of constant
density moves horizontally to the right with a constant acceleration. Gravitational
force is the only external force. Find the pressure distribution in the liquid and the
geometrical shape of the upper surface of the liquid.

Solution. Choose the positive x-direction of the coordinate system to be the
direction in which the tank moves, and the positive z-direction to be the vertical
direction upward. Then, dv/dt = a e1 and b = −g e3, where a = |dv/dt| is a
constant and g is the (constant) acceleration due to gravity. Euler's equation

dv

dt
= −1

ρ
∇p+ b,

where b is the body force, yields the following three equations for the three Cartesian
components (x, y, z) of the ∇p:

∂p

∂x
= −aρ

∂p

∂y
= 0

∂p

∂z
= −gρ.

The second of these tree equations shows that p is independent of y, and thus has
the form

p = −ρax+ f(z)

where f(z) is an arbitrary function of z. From this form of p and the third component
of ∇p above, we see that f(z) = −ρgz+C, where C is a constant, thus arriving at

p = −ρ(ax+ gz) + C.
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At the point where the z-axis meets the upper surface of the liquid, we have p = pa,
where pa is the atmospheric pressure. If this point is at a height h above the origin,
the last equation for p gives C = pa + ρgh. Thus the pressure distribution of the
liquid is

p = pa − ρ(ax+ gz − gh).

For p = pa, the last equation for p becomes

z = −
(a
g

)
x+ h.

This is the shape of the upper surface of the liquid. Evidently, this surface is a
plane, making an acute angle θ = tan−1(a/g) with the horizontal. In the limiting
case when a→ 0, the liquid moves with a constant velocity and the upper surface
of the liquid becomes a horizontal plane.

The interested reader is invited to apply the method of solution of the last
problem in order to solve

Problem 2. A column of a nonviscous liquid of constant density contained in
a vertical circular vessel rotates like a rigid body about the axis of the vessel with a
constant angular velocity ω. Gravitational force is the only external force. Find the
pressure distribution in the liquid and the geometrical form of the upper surface of
the liquid.

In the next problem we will use Bernoulli's equation

∂v

∂t
+ w × v = −∇H ,

where w is the vorticity vector and H ≡ P + χ+ v2/2. Here P is

P =

∫
1

ρ
dp ,

with p being the pressure. This equation is known after Daniel Bernoulli (1738). It
is the equation of motion for an elastic �uid moving under conservative body force
−∇χ. Since Bernoulli's equation holds for an elastic �uid for which ρ = ρ(p), it
automatically holds in the special case of ρ = constant.

Problem 3. For a certain �ow of a nonviscous �uid of constant density under
the Earth's gravitational �eld, the velocity distribution is given by v = ∇φ, where
φ = x3 − 3xy2. Find the pressure distribution.

Solution. From the given v, we �nd that curl v = 0 and ∂v/∂t = 0. Thus
the �uid is irrotational and steady. Then ∂v/∂t = 0 and either the vorticity vector
w = 0 or v ×w = 0. Further, since the body force is the gravitational force, it is
conservative. With these observations, Bernoulli's equation

∂v

∂t
+ w × v = −∇H,
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where H is the Bernoulli's function H ≡ P + χ+ v2/2, reduces to

∇H = 0.

Since ∂H/∂t = 0, it follows that

H ≡ P + χ+
v2

2
= constant

everywhere in the �uid. Thus, under the assumed conditions, the function H is an
integral of the equation of motion of the elastic �uid.

Since the body force is conservative, χ = gz, where z is measured vertically
upward. Accordingly, from H = P + χ+ v2/2 = constant with P = p/ρ we obtain

p

ρ
+

1

2
v2 + gz = C,

where C is a constant.

From the given v we also �nd

v1 =
∂φ

∂x
= 3(x2 − y2), v2 =

∂φ

∂y
= −6xy, v3 = 0

and hence
v2 = v21 + v22 = 9(x2 + y2)2.

Substituting this result into the equation relating v2, p and z (above), we obtain

p

ρ
+

9

2
(x2 + y2)2 + gz = C.

From this result it is evident that C = p0/ρ, where p0 is the pressure at the origin.
Thus,

p = p0 − ρ
(9

2
(x2 + y2)2 + gz

)
is the sought pressure distribution.

Many interesting problems in Continuum Mechanics can be fond in the book
of Chandrasekharaiah and Debnath [3].

8. LINEARLY VISCOUS FLUIDS

Let us now consider a medium which in equilibrium, satis�es Euler's equation
(35)

grad p = ρ f ,
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but when in motion can support appropriate shearing stresses. More speci�cally,
let us assume that the stress tensor σ is a linear function of the velocity ẋ and the
velocity gradient, namely

σ = g(ẋ,w,d), (37)

where g is a linear function. Here d is Euler's stretching tensor and w is Cauchy's
spin tensor. The constitutive equations (37) de�ne linearly viscous �uid. By
applying the principle that the constitutive equation must have the same form for
all observers, one shows that in fact σ is independent of ẋ and w, i.e.,

σ = g(d), (38),

with the function g being linear. This equation in an internal frame, along with
f(0) = −p1, was taken as the de�nition of a �uid by Stokes [35] in 1845. If we now
use a coordinate system with axes that coincide with the principal directions of d,
so that (38) becomes

σkm = fkm(d1, d2, d3)

it is easily seen that the principal axes of stretching are also principal axes of stress.
Another interesting property of �uids included in the de�nition (37) is that such
�uids are necessarily isotropic.

The most general linear isotropic function σ of a symmetric second order tensor
d may be written in the form of Navier-Poisson law:

σ = −p1 + λ Id 1 + 2µd

or in components
σkm = −p δkm + λ dqqδkm + 2µdkm , (39)

where a use is made of the requirement that σ = −p1 when d = 0. Historically, the
simplest case of this law was proposed by Newton [31], Lib. II, Chap.IX. It follows
from (39) that σ is symmetric, thus Cauchy's second law is automatically satis�ed.
Thus, for the �uids in question, ballance of momentum implies ballance of moment
of momentum. Substitution of (39) into Cauchy's �rst law of motion

σij,j + ρfi = ρ
dvi
dt
, i = 1, 2, 3

yields a system of three di�erential equations, known, when subjected to further
simplifying assumptions, as the Navier-Stokes equations:

µ∇2v + (λ+ µ)∇(divv)−∇p+ ρf = ρ
dv

dt
. (40)

They are attributed to Navier (1822) and Stokes (1845) and hold for both
compressible and incompressible viscous �uid �ows; in the incompressible case
ρ = ρ0 and divv = 0.
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The coe�cients λ and µ are the viscosities of the �uid. In the absence of
viscosity, that is if λ and µ are negligibly small, this equation reduces to Euler's
equation of motion (35) for perfect �uids. Because of that perfect �uids are often
called inviscid.

The portion λ Id 1 + 2µd of the stress is considered as arising from internal
friction. Because

σkm = 2µdkm when k 6= m, (41)

µ is the ratio of the shear stress to the corresponding shearing of any two orthogonal
elements, and so is called the shear viscosity.

The stress power assumes the form

P = σkm dkm = −p dkk + λ(dkk)2 + 2µdkm dmk.

In 1850 Stokes had shown in [36] that for the �uids in consideration

µ ≥ 0, 3λ+ 2µ ≥ 0.

The same conclusion was reached independently by Duhem in 1901, published in
[7], Part I. These inequalities have some signi�cant mechanical consequences. For
example, equations (40) with µ ≥ 0 imply that the shear stress always opposes
the shearing. These consequences show that the e�ect of the viscous stress σ + p1,
as given by (39) is always to resist change of shape, and thus is of the nature of
frictional resistance.

For an incompressible viscous �uid, the Navier-Stokes equations (40) are
rewritten in the form:

µ

ρ
∇2v +

1

ρ
∇p+ f =

dv

dt
. (42)

The coe�cient µ/ρ is called kinematic viscosity.

The presence of viscosity has the e�ect of making the propagation of most
kinds of waves impossible. In 1926 Kotchine [21] proved that the instantaneous
existence of a surface upon which ẋ and p are continuous but ẋk,m su�ers a jump
discontinuity is incompatible with the law of linear viscosity (39). His result is
contained in an earlier one of Duhem from 1901 [7], Part II, Chap. III, who uses
a di�erent terminology. In [6] and [7], Part II, Chap. III, Duhem asserts that in a
linearly viscous �uid no waves of order greater than 1 are possible.

A summary of the existing knowledge of the theories of non-linear viscosity is
given in [38]. An excellent text from the latter part of the 20th Century, which the
reader can use to get acquainted with the modern developments of the presented
theories, is the book of Timoshenko and Goodier [37].

For the readers privileged to know Russian, we list two excellent texts on
hydrodynamics [40], [41]. They can be used to deepen knowledge in the theories
presented in this review. Two prominent texts in Bulgarian on hydrodynamics are
the book of Zaprianov and that of Shkadov and Zaprianov, [39] and [42].
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9. CONDITIONS FOR COMPATABILITY OF THE STRESSES

The conditions for compatability of the stresses are due to Beltrami [1], and
were independently discovered by Mitchell in 1899 [27].

We consider the static case in which the equations of motion

σij,j + ρfi = ρ
∂2ui
∂t2

become the equations for equilibrium

σij,j + Fi = 0, (43)

where F = rf . These equations form a system of 3 equations for the 6 unknowns
σij (we assume that the volume forces f are given). This system has in�nitely
many solutions, but not every one of them corresponds to a real deformation,
from which we can calculate the displacement u in the medium. As we know, for
the deformations, determined using equation (17), it is necessary and su�cient to
satisfy the conditions for the compatability of the deformations of St. Venant

εij,kl + εkl,ij − εik,jl − εjl,ik = 0. (44)

Let us express these conditions with the stresses. Let's substitute the components
of the tensor of deformations, using equations (17), into the conditions (44), and
then introduce the notation σ = σkk. We obtain

σij,kl + σkl,ij − σik,jl − σjl,ik =
ν

1 + ν
(σ,ijδkl + σ,klδij − σ,ikδjl − σ,jlδik). (45)

If we set k = l and sum over the repeated index, we will arrive at the following
system of equations:

σij,kk + σ,ij − σik,jk − σjk,ik =
ν

1 + ν
(σ,ij + σ,kkδij). (46)

This system consists of 9 equations, from which independent are only 6. We can
obtain these 6 independent equations if we let, for example, i ≥ j, because of the
symmetry with respect to the indexes i and j. The system (46), obtained in this
manner, is equivalent to the initial system (45), because each system consists of 6
independent equations, and the equations of system (46) are linear combinations
of the equations of system (45).

Let us di�erentiate the equations (43) with respect to xk. We obtain

σij,jk = −Fi,k. (47)

Substitute (47) in (46) to obtain

σij,kk +
ν

1 + ν
σ,ij −

ν

1 + ν
σ,kk δij = −(Fi,j + Fj,i). (48)
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We are now going to simplify this system in the following way: We set in (45) k = i
and l = j and after a few calculations obtain

σij,ij =
1− ν
1 + ν

σ,ii. (49)

Now using (47), we can write equation (49) as

σ,ii = −1 + ν

1− ν
Fi,i.

Substituting this result in (48), we �nally obtain the conditions of Beltrami-

Mitchell for the compatability of the stresses:

σij,kk +
1

1 + ν
σ,ij = − ν

1− ν
Fk,k δij − (Fi,j + Fj,i).
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We consider the set Π∗
d of monic polynomials Qd = xd +

∑d−1
j=0 ajx

j , x ∈ R, aj ∈ R∗,
having d distinct real roots, and its subsets defined by fixing the signs of the coefficients

aj . We show that for every choice of these signs, the corresponding subset is non-empty

and contractible. A similar result holds true in the cases of polynomials Qd of even
degree d and having no real roots or of odd degree and having exactly one real root.

For even d and when Qd has exactly two real roots which are of opposite signs, the

subset is contractible. For even d and when Qd has two positive (resp. two negative)
roots, the subset is contractible or empty. It is empty exactly when the constant term

is positive, among the other even coefficients there is at least one which is negative,

and all odd coefficients are positive (resp. negative).

Keywords: Real polynomial in one variable, hyperbolic polynomial, Descartes’ rule
of signs.
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1. INTRODUCTION

In the present paper we consider the general family of real monic univari-
ate polynomials Qd = xd +

∑d−1
j=0 ajx

j . It is a classical fact that the subsets of

Rd ∼= Oa0 . . . ad−1 of values of the coefficients aj for which the polynomial Qd has
one and the same number of distinct real roots are contractible open sets. These
sets are the [d/2] + 1 open parts of R1,d := Rd \∆d, where ∆d is the discriminant
set corresponding to the family Qd.
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Remarks 1. (1) One defines the discriminant set by the two conditions:

(a) The set ∆1
d is defined by the equality Res(Qd,Q

′
d,x)=0, where Res(Qd,Q

′
d,x)

is the resultant of the polynomials Qd and Q′d, i. e. the determinant of the corre-
sponding Sylvester matrix.

(b) One sets ∆d := ∆1
d \∆2

d, where ∆2
d is the set of values of the coefficients aj

for which there is a multiple complex conjugate pair of roots of Qd and no multiple
real root.

One observes that dim(∆d) =dim(∆1
d) = d − 1 and dim(∆2

d) = d − 2. Thus
∆d is the set of values of (a0, . . . , ad−1) for which the polynomial Qd has a multiple
real root.

(2) The discriminant set is invariant under the one-parameter group of quasi-
homogeneous dilatations aj 7→ ud−jaj , j = 0, . . . , d.

Remark 1. If one considers the subsets of Rd for which the polynomial Qd
has one and the same numbers of positive and negative roots (all of them distinct)
and no zero roots, then these sets will be the open parts of the set R2,d := Rd \
(∆d∪{a0 = 0}). To prove their connectedness one can consider the mapping “roots
7→ coefficients”. Given two sets of nonzero roots with the same numbers of negative
and positive roots (in both cases they are all simple) one can continuously deform
the first set into the second one while keeping the absence of zero roots, the numbers
of positive and negative roots and their simplicity throughout the deformation. The
existence of this deformation implies the existence of a continuous path in the set
R2,d connecting the two polynomials Qd with the two sets of roots.

In the present text we focus on polynomials without vanishing coefficients and
we consider the set

R3,d := Rd \ (∆d ∪ {a0 = 0} ∪ {a1 = 0} ∪ · · · ∪ {ad−1 = 0}) .
We discuss the question when its subsets corresponding to given numbers of positive
and negative roots of Qd and to given signs of its coefficients are contractible.

Notation 1. (1) We denote by σ the d-tuple (sign(a0), . . ., sign(ad−1)), where
sign(aj) = + or −, by Ed the set of elliptic polynomials Qd, i. e. polynomials with
no real roots (hence d is even and a0 > 0), and by Ed(σ) ⊂ Ed the set consisting of
elliptic polynomials Qd with signs of the coefficients defined by σ.

(2) For d odd and for a given d-tuple σ, we denote by Fd(σ) the set of monic
real polynomials Qd with signs of their coefficients defined by the d-tuple σ and
having exactly one real (and simple) root.

(3) For d even, we denote by Gd(σ) the set of polynomials Qd having signs of
the coefficients defined by the d-tuple σ and having exactly two simple real roots.

Remark 2. For an elliptic polynomial Qd, one has a0 > 0, because for a0 < 0,
there is at least one positive root. The sign of the real root of a polynomial of Fd(σ)
is opposite to sign(a0). A polynomial from Gd(σ) has two roots of same (resp. of
opposite) signs if a0 > 0 (resp. if a0 < 0).
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In order to formulate our first result we need the following definition:

Definition 1. (1) For d even and a0 < 0, we set Gd,(1,1)(σ) := Gd(σ). For d
even and a0 > 0, we set Gd(σ) := Gd,(2,0)(σ) ∪ Gd,(0,2)(σ), where for Qd ∈ Gd,(2,0)
(resp. Qd ∈ Gd,(0,2)), Qd has two positive (resp. two negative) distinct roots and
no other real roots. Clearly Gd,(2,0)(σ) ∩ Gd,(0,2)(σ) = ∅.

(2) For d even, we define two special cases according to the signs of the coeffi-
cients of Qd and the quantities of its positive or negative real roots:

Case 1). The constant term and all coefficients of monomials of odd degrees
are positive, there is at least one coefficient of even degree which is negative, and
Qd has 2 positive and no negative roots.

Case 2). The constant term is positive, all coefficients of monomials of odd
degrees are negative, there is at least one coefficient of even degree which is negative,
and Qd has 2 negative and no positive roots.

Note that Cases 1) and 2) are exchanged when one performs the change of variable
x 7→ −x.

Our first result concerns real polynomials with not more than 2 real roots:

Theorem 1. (1) For d even and for each d-tuple σ, the subset Ed(σ) ⊂ Ed is
non-empty and convex hence contractible.

(2) For d odd and for each d-tuple σ, the set Fd(σ) is non-empty and con-
tractible.

(3) For d even and for each d-tuple σ with a0 < 0, the set Gd,(1,1)(σ) is con-
tractible. For d even and for each d-tuple σ with a0 > 0, each set Gd,(2,0)(σ)
(resp. Gd,(0,2)(σ)) is contractible or empty. It is empty exactly in Case 1) (resp. in
Case 2)).

The theorem is proved in Section 4. The next result of this paper concerns
hyperbolic polynomials, i. e. polynomials Qd with d real roots counted with multi-
plicity.

Notation 2. We denote by Πd the hyperbolicity domain, i. e. the subset of Rd
for which the corresponding polynomial Qd is hyperbolic. The interior of Πd is the
set of polynomials having d distinct real roots and its border ∂Πd equals ∆d ∩Πd.
We set

Π∗d := Πd \ (∆d ∪ {a0 = 0} ∪ {a1 = 0} ∪ · · · ∪ {ad−1 = 0}) .

Thus Π∗d is the set of monic degree d univariate polynomials with d distinct real roots
and with all coefficients non-vanishing. We denote by Πk

d and Π∗kd the projections
of the sets Πd and Π∗d in the space Oad−k . . . ad−1 (hence Πd

d = Πd and Π∗dd = Π∗d),
by ∂Πk

d the border of Πk
d and by pos and neg the numbers of positive and negative

roots of a polynomial Qd having no vanishing coefficients.
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We set a := (a0, a1, . . . , ad−1), a′ := (a1, . . . , ad−1), a′′ := (a2, . . . , ad−1) and
a(k) := (ak, . . . , ad−1). In what follows we use the same notation for functions and
for their graphs.

Remarks 2. (1) For a hyperbolic polynomial with no vanishing coefficients,
the d-tuple σ defines the numbers pos and neg. Indeed, by Descartes’ rule of signs a
real univariate polynomial Qd with c sign changes in its sequence of coefficients has
≤ c positive roots and the difference c−pos is even, see [13] and [10]. When applying
this rule to the polynomial Q(−x) one finds that the number p of sign preservations
is ≥ neg and the difference p − neg is even. For a hyperbolic polynomial one has
pos+ neg = c+ p = d, so in this case c = pos and p = neg.

(2) By Rolle’s theorem the non-constant derivatives of a hyperbolic polynomial
(resp. of a polynomial of the set Π∗d) are also hyperbolic (resp. are hyperbolic with
all roots non-zero and simple). Hence for two hyperbolic polynomials of the same
degree and with the same signs of their respective coefficients, their derivatives of
the same orders have one and the same numbers of positive and negative roots.

Our next result is the following theorem (proved in Section 5):

Theorem 2. For each d-tuple σ, there exists exactly one open component of
the set Π∗d the polynomials Qd from which have exactly pos positive simple and
neg negative simple roots and have signs of the coefficients as defined by σ. This
component is contractible.

One can give more explicit information about the components of the set Π∗d.
Denote by M such a component defined after a d-tuple σ and by Mk its projection
in the space Oad−k · · · ad−1. It is shown in [19] (see Proposition 1 therein) that M
is non-empty. In Section 5 we prove the following statement:

Theorem 3. For k ≥ 3, the set Mk is the set of all points between the graphs
Lk± of two continuous functions defined on Mk−1:

Mk = {a(d−k) ∈ Rd−k | Lk−(a(d−k+1)) < ad−k < Lk+(a(d−k+1)), a(d−k+1) ∈Mk−1} .

The functions Lk± can be extended to continuous functions defined on Mk−1, whose
values might coincide (but this does not necessarily happen) only on ∂Mk−1.

Remark 3. Theorem 2 can be deduced from Theorem 3 (but we give in
Section 5 a direct proof which is short enough). Indeed, given a component M of
the set Π∗d, one can successively contract it into its projections Md−1, Md−2, . . .,
M2. The latter is one of the sets Π∗2d±± defined in Example 2 which are contractible.

In Section 2 we remind some results which are used in the proof of Theorem 2.
In Section 3 we introduce some notation and we give examples concerning the sets
Πd and Π∗d for d = 1, 2 and 3. These examples are used in the proofs of Theorems 2
and 3. In Section 6 we make comments on Theorems 1, 2 and 3 and we formulate
open problems.
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2. KNOWN RESULTS ABOUT THE HYPERBOLICITY DOMAIN

Before proving Theorems 1, 2 and 3 we remind some results about the set Πd

which are due to V. I. Arnold, A. B. Givental and the author, see [3], [11] and [14]
or Chapter 2 of [17] and the references therein.

Notation 3. We denote by Kd the simplicial angle {x1 ≥ x2 ≥ · · · ≥ xd} ⊂ Rd
and by Ṽ the Viète mapping

Ṽ : (x1, . . . , xd) 7→ (ϕ1, . . . , ϕd) , ϕj =
∑

1≤i1<i2<···<ij≤d

xi1xi2 · · ·xij .

Strata of Kd are denoted by their multiplicity vectors. E. g. for d = 5, the stratum
of K5 defined by the multiplicity vector (2, 2, 1) is the set {x1 = x2 > x3 = x4 >
x5} ⊂ R5. The same notation is used for strata of Πd which is justified by parts
(3) and (4) of Theorem 4.

Remark 4. The set ∆d ∩ Πd = ∆1
d ∩ Πd consists of points a ∈ Πd ⊂ Rd,

for which the hyperbolic polynomial Qd has at least one root of multiplicity ≥ 2.
That is why Πd \∆d = Πd \∆1

d = S1d is the stratum of Πd with multiplicity vector
1d = (1, . . . , 1) and

Π∗d = S1d \ ({a0 = 0} ∪ · · · ∪ {ad−1 = 0}) .

The strata of Π∗d (they are all of dimension d, so they can also be called components)
are of the form

S1d(σ) := {a ∈ S1d | sign(aj) = σj , 0 ≤ j ≤ d− 1}

for some σ = (σ0, . . . , σd−1) ∈ {±}d.

Theorem 4. (1) For k ≥ 3, every non-empty fibre f̃k of the projection πk :
Πk
d → Πk−1

d is either a segment or a point.

(2) The fibre f̃k is a segment (resp. a point) exactly if the fibre is over a point
of the interior of Πk−1

d (resp. over ∂Πk−1
d ).

(3) The mapping Ṽ : Kd → Πd is a homeomorphism.

(4) The restriction of the mapping Ṽ to (the closure of) any stratum of Kd

defines a homeomorphism of the (closure of the) stratum onto its image which is
(the closure of) a stratum of Πd.

(5) A stratum S of Πd defined by a multiplicity vector with ` components
is a smooth `-dimensional real submanifold in Rd. It is the graph of a smooth
(d − `)-dimensional vector-function defined on the projection of the stratum in
Oad−` . . . ad−1. Thus S is a real manifold with boundary. The field of tangent
spaces to S continuously extends to the strata from the closure of S. The extension
is everywhere transversal to the space Oa0 . . . ad−`−1. That is, the sum of the two
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vector spaces Oa0 . . . ad−`−1 and (the extension of) the field of tangent spaces to S
is the space Oa0 . . . ad−1.

(6) For k ≥ 3, the set Πk
d is the set of points on and between the graphs Hk

+

and Hk
− of two locally Lipschitz functions defined on Πk−1

d whose values coincide

on and only on ∂Πk−1
d :

Πk
d = {(ad−k, a(d−k+1)) ∈ R×Πk−1

d | Hk
−(a(d−k+1)) ≤ ad−k ≤ Hk

+(a(d−k+1))} ,

(Hk
−(a(d−k+1)) = Hk

+(a(d−k+1)))⇔ (a(d−k+1) ∈ ∂Πk−1
d ) .

(7) For k ≥ 3, the graph Hk
+ (resp. Hk

−) consists of the closures of the strata
whose multiplicity vectors are of the form (r, 1, s, 1, . . .) (resp. (1, r, 1, s, . . .)) and
which have exactly k − 1 components. (In [17] it is written “k components” which
is wrong.)

(8) For 2 ≤ k ≤ `, the projection Sk of every `-dimensional stratum S of Πd

in the space Oad−k . . . ad−1 is the set of points on and between the graphs Hk
+(S)

and Hk
−(S) of two locally Lipschitz functions defined on the closure Sk−1 of Sk−1

whose values coincide on and only on ∂Sk−1.

Remarks 3. (1) The projections πk are defined also for k = 2. For k = 2,
each fibre f̃2 is a half-line and only the graph H+

2 (but not H−2 ) is defined, see
Example 2.

(2) Consider two strata S1 and S2 of Πd defined by their multiplicity vectors
µ(S1) and µ(S2). The stratum S2 belongs to the topological and algebraic closure
of the stratum S1 if and only if the vector µ(S2) is obtained from the vector µ(S1)
by finitely-many replacings of two consecutive components by their sum.

Remark 5. For m ≥ 2, consider the fibres f�m of the projection

πm∗ : Πd → Πm
d , πm∗ := πm+1 ◦ · · · ◦ πd .

In particular, f̃d = f�d−1. Suppose that such a fibre f�m is over a point A :=
(a0d−m, . . . , a

0
d−1) ∈ Πm

d . When non-empty, the fibre f�m is either a point (when
A ∈ ∂Πm

d ) or a set homeomorphic to a (d−m)-dimensional cell and its boundary
(when A ∈ Πm

d \ ∂Πm
d ). This follows from part (6) of Theorem 4. The boundary of

the cell can be represented as consistsing of:

– two 0-dimensional cells (these are the graphs of the functions Hm+1
± |A),

– two 1-dimensional cells (the graphs of Hm+2
± |(πm+1)−1(A)),

– two 2-dimensional cells (the graphs of Hm+3
± |(πm+1◦πm+2)−1(A)),

– . . .,

– two (d−m−1)-dimensional cells (the graphs ofHd
±|((πm+1◦πm+2◦···◦πd−1)−1(A)).
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Remark 6. It is a priori clear that for the functions Lk± defined in Theorem 3,
one has the inequalities

Lk+(a(d−k+1)) ≤ Hk
+(a(d−k+1)) and Lk−(a(d−k+1)) ≥ Hk

−(a(d−k+1))

for each value of a(d−k−1), where Lk+ or Lk− (hence Hk
+ or Hk

−) is defined. It is
also clear that the border of each component of the set Π∗d consists of parts of the
closures of the graphs Hd

± and of parts of the hyperplanes {aj = 0}, j = 1, . . ., d−1.

In Chapter 2 of [17] one can find also results concerning the hyperbolicity
domain which are exposed in the thesis [21] of I. Méguerditchian.

3. NOTATION AND EXAMPLES

Notation 4. Given a d-tuple σ = (σ0, . . . , σd−1), where σj = + or −, we
denote byR(σ) the subset of Rd∼=Oa0 · · · ad−1 defined by the conditions sign(aj)=σj ,
j = 0, . . ., d − 1, and we set Π∗d,σ := Π∗d ∩ R(σ). For a set T ⊂ Oa0 · · · ad−1, we

denote by T k its projection in the space Oad−k · · · ad−1.

Example 1. For k = 1 and for aj = 0, j = 0, . . ., d − 2, there exists a
hyperbolic polynomial of the form (x+ ad−1)xd−1 with any ad−1 ∈ R, so Π1

d = R.
If one chooses any hyperbolic degree d polynomial Q∗d with distinct roots, the shift
x 7→ x + g results in ad−1 7→ ad−1 + dg, so there exist such polynomials Q∗d with
any values of ad−1. In addition, one can perturb the coefficients a0, . . . , ad−2 to
make them all non-zero by keeping the roots real and distinct. Thus Π∗1d = R∗ =
R \ {ad−1 = 0},

Π∗1d ∩ {ad−1 > 0} = {R∗+ : ad−1 > 0} , Π∗1d ∩ {ad−1 < 0} = {R∗− : ad−1 < 0} .

Example 2. One can formulate analogs to parts (1), (6) and (7) of Theorem 4
for k = 2 by saying that the border of the set Π2

d is the set H2
+ while H2

− is empty,
see part (1) of Remarks 3.

The setH2
+ is the projection in R2 ∼= Oad−2ad−1 of the stratum of Πd consisting

of polynomials having a d-fold real root: (x + λ)d. Its multiplicity vector equals
(d). Hence ad−1 = dλ, ad−2 = d(d− 1)λ2/2, so H2

+ : ad−2 = (d− 1)a2d−1/2d. One
can observe that

Π∗2d = {ad−2 6= 0 6= ad−1, ad−2 < (d− 1)a2d−1/2d} ,

Π∗2d ∩ {ad−1 > 0, ad−2 > 0} = {ad−1 > 0, 0 < ad−2 < (d− 1)a2d−1/2d} =: Π∗2d++ ,

Π∗2d ∩ {ad−1 < 0, ad−2 > 0} = {ad−1 < 0, 0 < ad−2 < (d− 1)a2d−1/2d} =: Π∗2d−+ ,

Π∗2d ∩ {ad−1 > 0, ad−2 < 0} = {ad−1 > 0, ad−2 < 0} =: Π∗2d+− and

Π∗2d ∩ {ad−1 < 0, ad−2 < 0} = {ad−1 < 0, ad−2 < 0} =: Π∗2d−− .
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To obtain similar formulas for Π2
d instead of Π∗2d one has to replace everywhere the

inequalities ad−1 < 0, ad−1 > 0, ad−2 < 0, ad−2 > 0 and ad−2 < (d− 1)a2d−1/2d by
ad−1 ≤ 0, ad−1 ≥ 0, ad−2 ≤ 0, ad−2 ≥ 0 and ad−2 ≤ (d− 1)a2d−1/2d respectively.

Example 3. For d = 3 (hence σ = (σ0, σ1, σ2)), we set a2 := a, a1 := b,
a0 := c, and we consider the polynomial Q3 := x3+ax2+bx+c. Taking into account
the group of quasi-homogeneous dilatations which preserves the discriminant set
(see part (2) of Remarks 1) one concludes that each set Π∗3,σ is diffeomorphic to
the corresponding direct product

(Π∗3,σ∩{a = 1})×(0,∞) if σ2 = + or (Π∗3,σ∩{a = −1})×(−∞, 0) if β2 = − .

Set σ′ := (−σ0, σ1,−σ2). Using the same group of dilatations with u = −1 one
deduces that the set Π∗3,σ′ ∩ {a = −1} is diffeomorphic to the set Π∗3,σ ∩ {a = 1}.
Therefore in order to prove that all sets Π∗3,σ are contractible it suffices to show
this for the sets Π∗3,σ ∩{a = 1} with σ2 = +. The latter sets are shown in Figure 1.

-0.4 -0.З

Figure 1: The discriminant set of the family of polynomials x3 + x2 + bx + c and
the sets Π∗3,σ ∩ {a = 1}.

The figure represents the discriminant set of the polynomial Q•3 := x3 +x2 + bx+ c,
i. e. the set

Res(Q•3, Q
•
3
′, x) = 4b3 − b2 − 18bc+ 27c2 + 4c = 0 .

(The set ∆2
3 is empty, because there is not more than one complex conjugate pair

of roots, so ∆3 = ∆1
3, see Remarks 1.) This is a curve in R2 := Obc having a cusp
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at (b, c) = (1/3, 1/27) which corresponds to the polynomial (x + 1/3)3. The four
sets Π∗3,σ ∩ {a = 1} are the intersections of the interior of the curve with the open
coordinate quadrants. The intersections with {b > 0, c > 0} and {b > 0, c < 0} are
bounded curvilinear triangles.

4. PROOF OF THEOREM 1

Part (1). Each set Ed(σ) is non-empty. Indeed, given a polynomial Qd with
a0 > 0 (see Remark 2), for C > 0 large enough, the polynomial Qd + C is elliptic.
If the polynomials Qd,1 and Qd,2 belong to the set Ed(σ), then for t ∈ [0, 1], the

polynomial Q]d := tQd,1 + (1 − t)Qd,2 also belongs to it. Indeed, the signs of the
respective coefficients are the same and if Qd,1(x) > 0 and Qd,2(x) > 0, then

Q]d(x) > 0. Thus the set Ed(σ) is convex hence contractible.

Part (2). Each set Fd(σ) is non-empty. Indeed, for C > 0 large enough, the
polynomial Qd+sign(a0)C has a single real root which is simple and the sign of this
root is opposite to the sign of Qd(0). For a given polynomial Qd ∈ Fd(σ), denote
this root by ξ. Hence the polynomial Q0

d := |ξ|dQd(x/|ξ|) is in Fd(σ) and has a root
at 1 or −1. Suppose that the root is at 1 (for −1 the proof is similar). We show
that the subset F0

d (σ) of Fd(σ) consisting of such polynomials Q0
d is convex hence

contractible. On the other hand the set Fd(σ) is diffeomorphic to F0
d (σ)×R∗+ from

which contractibility of Fd(σ) follows.

For any two polynomials Q0,†
d , Q0,∗

d ∈ F0
d (σ), the signs of the coefficients of the

polynomial

Q0,[
d := tQ0,†

d + (1− t)Q0,∗
d , t ∈ [0, 1],

are the same as the signs of the respective coefficients of Q0,†
d and Q0,∗

d , hence

Q0,[
d ∈ F0

d (σ). This proves that F0
d (σ) is convex.

Part (3).

A) Contractibility of the sets Gd,(2,0)(σ) and Gd,(0,2)(σ).

The two real roots of Qd have the same sign (i. e. a0 > 0). We assume
that they are positive, i. e. we prove contractibility only of Gd,(2,0)(σ); otherwise
one can consider the polynomial Qd(−x) with the d-tuple σ̃ resulting from σ via
x 7→ −x (this mapping induces a bijection of the set of d-tuples onto itself) and
contractibility of Gd,(0,2)(σ̃) will be proved in the same way. Denote the real roots
of Qd by 0 < ξ < η.

We can assume that at least one coefficient of odd degree of Qd is negative.
Indeed, if all coefficients of Q0

d of odd degree are positive, then by Descartes’ rule
of signs the polynomial Q0

d can have two real positive roots only if there is at least
one coefficient of even degree which is negative. However in this case (and this is
Case 1)) the set Gd,(2,0)(σ) is empty, see Proposition 4 in [7].
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Next, we assume that η = 1 (hence ξ ∈ (0, 1)). Indeed, if one considers instead
of Qd ∈ Gd,(2,0)(σ) the polynomial Q0

d := ηdQd(x/η), one has Q0
d ∈ Gd,(2,0)(σ) and

Q0
d(1) = 0. We denote the set of such polynomials Q0

d by G0d,(2,0)(σ). As Gd,(2,0)(σ)

is diffeomorphic to G0d,(2,0)(σ)×R∗+, contractibility of G0d,(2,0)(σ) implies the one of

Gd,(2,0)(σ).

For ξ∗ ∈ (0, 1), we denote by G0,ξ
∗

d,(2,0)(σ) the subset of polynomials of G0d,(2,0)(σ)

with ξ = ξ∗. If Q0,1
d and Q0,2

d are two polynomials of G0,ξ
∗

d,(2,0)(σ), then for t ∈ [0, 1],

one has tQ0,1
d + (1 − t)Q0,2

d ∈ G0,ξ
∗

d,(2,0)(σ). Therefore for each ξ ∈ (0, 1), the set

G0,ξd,(2,0)(σ) is convex hence contractible, and to prove contractibility of G0d,(2,0)(σ)

(and hence of Gd,(2,0)(σ)) it suffices to find for each ξ ∈ (0, 1) a polynomial Q0,ξ
d ∈

G0,ξd,(2,0)(σ) depending continuously on ξ.

Suppose m is odd, 1 ≤ m ≤ d− 1, and that the coefficient of Qd ∈ Gd,(2,0)(σ)
of xm must be negative. There exists a unique polynomial of the form

R := xd −Axm +B , A > 0 , B > 0 , such that R(ξ) = R(1) = 0 . (4.1)

Indeed, the conditions

ξd −Aξm +B = 1−A+B = 0 (4.2)

imply

A = (1−ξd)/(1−ξm) > 0 and B = −1+A = ξm(1−ξd−m)/(1−ξm) > 0 . (4.3)

Remarks 4. (1) The fractions for A, B and B/ξm can be extended by conti-
nuity for ξ = 0 and ξ = 1. For ξ ∈ [0, 1], one has

A ∈ [1, dm ], limξ→0+ A = 1 , limξ→1− A = d
m ,

B ∈ [0, d−mm ] , limξ→0+ B = 0+, limξ→1− B = d−m
m ,

B/ξm ∈ [0,max(d−mm , 1)], limξ→0+ B/ξ
m = 1 , limξ→1− B/ξ

m = d−m
m .

(4.4)

(2) The function R has a global minimum at some point xM = xM (ξ) ∈ (0, 1).
One has

lim
ξ→0+

xM (ξ) = xM,0 = (m/d)1/(d−m) ∈ (0, 1) , R(xM,0) < 0 and lim
ξ→1−

xM (ξ) = 1 .

For m ≥ 3, the tangent line to the graph of R for x = 0 is horizontal and (0, R(0))
is an inflection point. There is also another inflection point xI = xI(ξ) ∈ (0, xM ).

Set
I := {1, 2, , . . . ,m− 1,m+ 1,m+ 2, . . . , d− 1} . (4.5)
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We construct a polynomial Ψ :=
∑d−1
j=0 ψjx

j with signs of the coefficients ψj , j ∈ I,
as defined by the d-tuple σ and satisfying the conditions

Ψ(ξ) = Ψ(1) = 0 . (4.6)

The latter conditions can be considered as a linear system with unknown variables
ψ0 and ψm. Its determinant equals ξm − 1 6= 0, so for given ψj , j ∈ I, these
conditions define a unique couple (ψ0, ψm) whose signs are not necessarily the ones
defined by the d-tuple σ. So to construct Ψ it suffices to fix ψj for j ∈ I.

For each ξ ∈ (0, 1) fixed and for ε > 0 sufficiently small, one has R + εΨ ∈
G0,ξd,(2,0)(σ). Indeed, for m 6= j 6= 0, the coefficients of R+ εΨ have the signs defined
by the d-tuple σ, so one has to check two things:

1) If ε is small enough, then

−A+ εψm < 0 and B + εψ0 > 0 . (4.7)

To obtain these two conditions simultaneously for all ξ ∈ (0, 1), one has to choose
ε as a function of ξ.

The conditions (4.6) can be given the form

ξmψm + ψ0 = U , ψm + ψ0 = V ,

where U and V are polynomials in ξ of degree ≤ d− 1. Hence

ψ0 = (U − ξmV )/(1− ξm) and ψm = (V − U)/(1− ξm) . (4.8)

Formulas (4.8) imply that Ψ is of the form

K(x, ξ)/(1− ξ)m , K ∈ R[x, ξ] , degxK ≤ d− 1 . (4.9)

As ξ → 0+, the quantity B decreases as ξm, see (4.3) and (4.4). As ξ → 1−, the
quantities |ψ0| and |ψm| increase not faster than C/(1 − ξ) for some C > 0. So
to obtain ε = ε(ξ) such that conditions (4.7) hold for ξ ∈ (0, 1), it suffices to set
ε := cξm+1(1− ξ)3 for some c > 0 small enough.

2) For ξ ∈ (0, 1), one must have

R+εΨ > 0 for x ∈ (−∞, ξ)∪(1,∞), and R+εΨ < 0 for x ∈ (ξ, 1) . (4.10)

Lemma 1. It is possible to choose c > 0 so small that conditions (4.7) and
(4.10) hold true simultaneously.

The lemma implies that for such c > 0, R + ε(ξ)Ψ ∈ G0,ξd,(2,0)(σ). So one can

set Q0,ξ
d := R+ ε(ξ)Ψ from which contractibility of Gd,(2,0)(σ) follows.
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Proof of Lemma 1. Conditions (4.7) were already discussed, so we focus on condi-
tions (4.10). Lowercase indices ξ indicate differentiations w.r.t. ξ.

a) To obtain the condition R+εΨ > 0 for x > 1, it suffices to get (R+εΨ)′ > 0
for x ≥ 1. For x ≥ 1, one has

R′ = dxd−1 −mAxm−1 = xm−1(dxd−m −mA) ≥ xm−1(d−mA) (4.11)

(as R′(1) > 0, one knows that d−mA > 0). Next,

d−mA = Λ/(1− ξm) , Λ := d−m+mξd − dξm .

There exists α > 0 such that for ξ ∈ [0, 1], Λ ≥ α(1− ξ)2. Indeed, Λξ = dm(ξd−1−
ξm−1) ≤ 0, with equality only for ξ = 0 and ξ = 1, so Λ is strictly decreasing on
[0, 1]. The existence of α follows from

Λ(0) = d−m > 0 , Λ(1) = Λξ(1) = 0 and

Λξξ = dm((d− 1)ξd−1 − (m− 1)ξm−1) hence

Λξξ(1) = dm(d−m) > 0 .

Thus for ξ ∈ (0, 1) and x > 1, one has

R ≥ (xm/m)α(1− ξ)2/(1− ξm) and ε(ξ)Ψ ≤ cξm+1(1− ξ)3K(x, ξ)/(1− ξm) ,

see (4.9). One can choose c > 0 sufficiently small so that for x ∈ (1, 2], R+ εΨ > 0.
There exists β > 0 such that for x ≥ 2, dxd−m − mA > βxd−m (see (4.11) and
(4.4)), so R ≥ βxd/d and for c > 0 small enough, R+ εΨ > 0.

b) For x ≤ −1 (resp. for x ∈ [−1, 0]), one has

R ≥ |x|m(|x|d−m +A) (resp. R ≥ B ≥ (max((d−m)/m, 1))ξm)

(see (4.1) and (4.4)) which for c > 0 small enough is larger than |ε(ξ)Ψ| and (4.10)
holds true.

c) Suppose that x ∈ (0, ξ). Then R ≥ min(h(x, ξ), q(x, ξ)), where

τ : y = h(x, ξ) := R′(ξ)(x− ξ) and χ : y = q(x, ξ) := B −Bx/ξ

are the tangent line to the graph of R at the point (ξ, 0) and the line joining
the points (0, B) and (ξ, 0) respectively. Indeed, if xI ∈ [ξ, 1) (see part (2) of
Remarks 4), then the graph of R is concave for x ∈ [0, ξ], so it is situated above the
line χ. If xI ∈ (0, ξ), then for x ∈ [xI , ξ], one has R ≥ h(x, ξ) and for x ∈ (0, xI ],
one has R ≥ q1(x, ξ), where

χ1 : y = q1(x, ξ) := R(xI) + (x− xI)(R(xI)−B)/xI
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is the line joining the points (0, B) and (xI , R(xI)). The line χ1 is above the line
χ for x ∈ (0, xI).

Consider the smaller in absolute value of the slopes of the lines τ and χ, i.e.
µ := min(|R′(ξ)|, B/ξ). One finds that

R′(ξ) = ξm−1g(ξ)/(1− ξm) , g := dξd−m −m− (d−m)ξd ,

with gξ = d(d −m)(ξd−m−1 − ξd−1) ≥ 0, with equality only for ξ = 0 and ξ = 1.
As g(0) = −m < 0, g(1) = 0,

gξξ = d(d−m)((d−m−1)ξd−m−2−(d−1)ξd−2) , so gξξ(1) = −md(d−m) < 0 ,

there exists β̃ > 0 such that for ξ ∈ (0, 1), |R′(ξ)| ≥ β̃ξm−1(1−ξ)2/(1−ξm). On the
other hand B/ξ = ξm−1(1−ξd−m)/(1−ξm). Thus µ ≥ µ0 := γξm−1(1−ξ) for some
γ > 0. Hence for x ∈ (0, ξ), the graph of R is above the line δ : y = −µ0(x− ξ).

There exists D0>0 such that for ξ∈(0, 1) and x∈ [0, 1], one has |(1−ξ)Ψ′|≤ D0,
see (4.8). Hence if c > 0 is sufficiently small, the graph of εΨ is below the line δ
for x ∈ [0, ξ), so R+ εΨ > 0.

d) Suppose that m ≥ 3 and that ξ > 0 is close to 0. Then for x > ξ, the line
τ̃ , which is tangent to the graph of R at the point (ξ, 0), is above the straight line
ρ̃ joining the points (ξ, 0) and (xM , R(xM )). Indeed,

R′(ξ) = ξm−1(dξd−m −m− (d−m)ξd)/(1− ξm) = O(ξm−1)

whereas the slope of ρ̃ is close to R(xM,0)/xM,0 < 0. Therefore for x ∈ (ξ, xM ], the
graph of R is below the line τ̃ .

For x∈ [xM ,1), the graph ofR is below the line χ̃ joining the points (xM ,R(xM ))
and (1, 0) whose slope −R(xM )/(1−xM ) is close to −R(xM,0)/(1−xM,0) > 0. On
the other hand one has |(1 − ξ)Ψ′| ≤ D0 (see c)), so |ε(ξ)Ψ′| ≤ cξm+1(1 − ξ)2D0.
Thus the graph of ε(ξ)Ψ is above the line τ̃ for x ∈ (ξ, xM ] and above χ̃ for
x ∈ [xM , 1), hence it is between the graph of R and the x-axis for x ∈ (ξ, 1), so
R+ εΨ < 0.

e) For m ≥ 3, we fix θ0 > 0 small enough such that for ξ ∈ (0, θ0], R+ εΨ < 0,
see d). For m ≥ 3, ξ ∈ [θ0, 1], x ∈ (ξ, 1), and for m = 1, ξ ∈ [0, 1], x ∈ (ξ, 1), one
has R+ ε(ξ)Ψ < 0 if c > 0 is small enough. Indeed, one can write

R = (x− 1)(x− ξ)R1 and Ψ = (x− 1)(x− ξ)Ψ1 , R1, Ψ1 ∈ R[x, ξ] .

Then R1(x, ξ) > 0. In particular, for ξ = 1, one obtains

R = xd − (d/m)xm + (d−m)/m , R′ = dxd−1 − dxm−1 , so R′(1) = 0 ,

and R′′ = d((d − 1)xd−2 − (m − 1)xm−2) hence R′′(1) = d(d −m) > 0, i. e. R is
divisible by (x− 1)2, but not by (x− 1)3.
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For m = 1, ξ = 0, one has R′(0) < 0 (whereas for m = 3, ξ = 0, one has
R′(0) = 0), this why for m = 1 our reasoning is valid for ξ ∈ [0, 1], not only for
ξ ∈ [θ0, 1].

Denote by R1,0 > 0 the minimal value of R1 and by Ψ1,0 the maximal value
of Ψ1 for x ∈ [0, 1]. One can choose c > 0 so small that for x ∈ (ξ, 1) and for the
values of ξ mentioned at the beginning of e),

R1− εΨ1 ≥ R1,0− εΨ1,0 > 0 , so R+ εΨ < 0 , because (x− 1)(x− ξ) < 0 .

The proof of the lemma results from a) – e). �

B) Contractibility of the set Gd,(1,1)(σ).

The two real roots of Qd have opposite signs (hence a0 < 0). Denote them by
−η < 0 < ξ. We define the sets

K := Gd,(1,1)(σ)∩{ξ > η} , L := Gd,(1,1)(σ)∩{ξ < η} and M := Gd,(1,1)(σ)∩{ξ = η}.

Lemma 2. Set σ := (σ0, . . . , σd−1), σj = + or −.

(1) Suppose that σ2j+1 = +, j = 0, 1, . . ., (d/2)− 1. Then K =M = ∅.
(2) Suppose that σ2j+1 = −, j = 0, 1, . . ., (d/2)− 1. Then L =M = ∅.
(3) Suppose that there exist two odd integers j1 6= j2, 1 ≤ j1, j2 ≤ d − 1, such

that σj1 = −σj2 . Then all three sets K, L and M are non-empty. There exists
an open d-dimensional ball B ⊂ Gd,(1,1)(σ) centered at a point in M and such that
B ∩ K 6= ∅ and B ∩ L 6= ∅.

Proof. Parts (1) and (2). If σ2j+1 = + (resp. σ2j+1 = −), j = 0, 1, . . ., (d/2)− 1,
then for a polynomial Qd ∈ Gd,(1,1)(σ), one has Qd(0) < 0 and Qd(a) > Qd(−a)
(resp. Qd(0) < 0 and Qd(a) < Qd(−a)) for a > 0. Hence ξ < η (resp. ξ > η).

Part (3). We construct a polynomial Q�d ∈M. Set u := ξj1−j2 and

Q�d := xd − ξd + σj1(xj1 − uxj2) + ε(Q�,od +Q�,ed ) ,

where

Q�,ed = b+

d/2∑
j=1

σ2jx
2j , b ∈ R , Q�,od = rxj1 +

d/2−1∑
j=0

σ2j+1x
2j+1

and ε > 0 is small enough. We choose b and r such that Q�,ed (±ξ) = 0 and
Q�,od (±ξ) = 0 respectively. Then Q�d(±ξ) = 0 and for j 6= 0 and j1 6= j 6= j2, the
sign of the coefficients of xj of Q�d is as defined by σ. For ε > 0 small enough, one
has sign(Q�d(0))=sign(−ξd+εb) = −. The coefficient of xj1 (resp. xj2) of Q�d equals
σj1 × (1 + ε(1 + r)) (resp. σj2 × (u+ ε(1 + r))), so it has the same sign as σj1 (resp.
as σj2).
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Consider a d-dimensional ball B centered at a point Q�d ∈M, with ξ = η = ξ0
and belonging to Gd,(1,1)(σ). Perturb the real root ξ of Q�d so that it takes values
smaller and values larger than ξ0. The signs of the coefficients of Q�d do not change.
Hence B intersects K and L. �

We show first that each of the two sets K and L, when nonempty, is con-
tractible. If we are in the conditions of part (1) or (2) of Lemma 2, then this
implies contractibility of Gd,(1,1)(σ). When we are in the conditions of part (3),
then one can contract K and L into points of B and then contract B into a point,
so in this case Gd,(1,1)(σ) is also contractible.

We prove contractibility only of K (when non-empty). The one of L is per-
formed by complete analogy (the change of variable x 7→ −x exchanges the roles
of K and L and changes the d-tuple σ accordingly). So we suppose that ξ > η. As
in the proof of A) we reduce the proof of the contractibility of K to the one of the
contractibility of K ∩ {ξ = 1}. As in A) we observe that if

Q‡d , Q4d ∈ K
η∗ := K ∩ {ξ = 1, η = η∗ ∈ (0, 1)} ,

then tQ‡d+(1−t)Q4d ∈ Kη
∗
, so Kη∗ is convex hence contractible and contractibility

of K ∩ {ξ = 1} (and also of K) will be proved if we construct for each η ∈ (0, 1) a
polynomial Qd ∈ Kη depending continuously on η.

Suppose that there is a negative coefficient of Qd of odd degree m (otherwise
K is empty). For η ∈ (0, 1), we construct a polynomial

S := xd − Ãxm − B̃ , Ã > 0 , B̃ > 0 , such that S(1) = S(−η) = 0 .

The latter two equalities imply

Ã = (1− ηd)/(1 + ηm) > 0 and B̃ = ηm(1 + ηd−m)/(1 + ηm) > 0 . (4.12)

Remarks 5. (1) Thus for η ∈ [0, 1], there exist constants 0 < Bmin ≤ Bmax

such that B̃/ηm ∈ [Bmin, Bmax]. Moreover one has

Ã ∈ [0, 1] , limη→0+ Ã = 1 , limη→1− Ã = 0+ ,

B̃ ∈ [0, 1] , limη→0+ B̃ = 0+ , limη→1− B̃ = 1 ,

limη→0+ B̃/η
m = 1 and limη→1− B̃/η

m = 1 .

(4.13)

(2) The derivative S′ has a unique root x̃M (which is simple) in (0, 1). All
non-constant derivatives of S are increasing for x > x̃M , have one or two roots
(depending on m) in [0, x̃M ) and no root outside this interval.
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We construct a polynomial Φ :=
∑d−1
j=0 ϕjx

j , where for j ∈ I (see (4.5)), the
sign of ϕj is defined by the d-tuple σ. This polynomial must satisfy the condition

Φ(−η) = Φ(1) = 0

which can be regarded as a linear system with known quantities ϕj , j ∈ I, and
with unknown variables ϕ0 and ϕm:

−ηmϕm+ϕ0 = W , ϕm+ϕ0 = T , W, T ∈ R[η] , so

ϕ0 = (ηmT+W )/(1+ηm) , ϕm = (T−W )/(1+ηm).
(4.14)

One must also have S + ε1(η)Φ ∈ Kη, η ∈ (0, 1), for some suitably chosen positive-
valued continuous function ε1(η). For ε1(η) > 0 small enough, the sign of the
coefficient of xj , j ∈ I, of the polynomial S+ ε1(η)Φ is as defined by the d-tuple σ.
So one needs to choose ε1(η) such that

−Ã+ ε1(η)ϕm < 0 , −B̃ + ε1(η)ϕ0 < 0 (4.15)

and

S+ε1(η)Φ > 0 for x ∈ (−∞,−η)∪(1,∞) , S+ε1(η)Φ < 0 for x ∈ (−η, 1) . (4.16)

We set ε1 := c̃ηm(1 − η)2, c̃ > 0. If one chooses c̃ small enough, conditions (4.15)
will hold true.

Lemma 3. For c̃ > 0 small enough, conditions (4.16) hold true.

Contractibility of K follows from the lemma.

Proof of Lemma 3. All derivatives of S of order ≤ d− 1 are increasing functions in
x for x ≥ 1 (see Remarks 5). As

S′(1) = (d+ dηm −m+mηd)/(1 + ηm) ≥ (d−m)/2 ,

one can choose c̃ small enough so that for x ∈ [1, 2], S′ + ε1(η)Φ′ > 0. Hence
S + ε1(η)Φ > 0 for x ∈ (1, 2]. If x ≥ 2, then for some positive constants k1 and k2,
one has S′ ≥ k1x

d−1 and Φ′ ≤ k2x
d−2, so if c̃ > 0 is small enough, then for x ≥ 2

(hence for x > 1), S′ + ε1(η)Φ′ > 0 and S + ε1(η)Φ > 0.

One has

S′(−η) = −(dηd−1 + (d−m)ηd+m−1 +mηm−1)/(1 + ηm) = O(ηm−1) ,

S′(−η) < 0 and S is convex for x < 0. Hence one can choose c̃ > 0 so small that
for x ∈ [−2,−η], S′ + ε1(η)Φ′ < 0 hence S + ε1(η)Φ > 0. Indeed, for η ∈ [0, 1] and
x ∈ [−2, 0], Φ′ is bounded. For x ≤ −2, one has

S′ ≤ k∗1xd−1 and |Φ′| ≤ k∗2xd−2
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for some positive constants k∗1 , k∗2 , so S + ε1(η)Φ < 0 (thus this holds true for
x < −η).

The function S is convex on [−η, 0], see Remarks 5. Hence for x ∈ [−η, 0], the
graph of S is below the line ζ joining the points (−η, 0) and (0,−B̃). Its slope is
−B̃/η, with | − B̃/η| = O(ηm−1). Hence for x ∈ [−η, 0] and for c̃ > 0 sufficiently
small, the graph of Φ is above the line ζ (because Φ′ is bounded for x ∈ [−1, 0],
η ∈ [0, 1]) and one has S + ε1(η)Φ < 0.

Suppose that x ∈ [0, x̃M ]. The function S is decreasing, see Remarks 5, hence
S(x) ≤ S(0) = −B̃ = O(ηm). As there exists k3 > 0 such that for x ∈ [0, 1],
|Φ| ≤ k3, for c̃ > 0 sufficiently small, one has S + ε1(η)Φ < 0.

For x ∈ [x̃M ,1], the function S is convex, hence its graph is below the line ζ̃
joining the points (x̃M , S(x̃M )) and (1, 0). Recall that S(x̃M )≤S(0)=−B̃=O(ηm).
There exists k4 > 0 such that for x ∈ [0, 1] and η ∈ [0, 1], |Φ′| ≤ k4. Thus the slope
of ζ̃ is

≥ B̃/(1− x̃M ) > B̃ = O(ηm)

while |εΦ′| ≤ c̃ηm(1− η)2k4. Hence for sufficiently small values of c̃ > 0, the graph
of εΦ is above the line ζ̃ and S + ε1(η)Φ < 0. �

5. PROOFS OF THEOREMS 2 AND 3

Proof of Theorem 2. In the proof we assume that the polynomials of Πd are of the
form Qd := xd + ad−1x

d−1 + · · ·+ a2x
2 + a1x+ a0 and the ones of Πd−1 are of the

form Qd−1 := xd−1+ad−1x
d−2+ · · ·+a2x+a1. Thus the intersection Πd∩{a0 = 0}

can be identified with Πd−1.

We show that every polynomial Qd ∈ Π∗d can be continuously deformed so
that it remains in Π∗d, the signs of its coefficients do not change throughout the
deformation except the one of a0 which vanishes at the end of the deformation.
Therefore

1) throughout the deformation the quantities of positive and negative roots do
not change;

2) at the end of the deformation exactly one root vanishes and a polynomial
of the form xQd−1 is obtained with Qd−1 ∈ Πd ∩ {a0 = 0}.

Moreover, we show that throughout and at the end of the deformation one
obtains polynomials with distinct real roots. Thus any given component of the
set Π∗d can be retracted into a component of the set Π∗d−1; the latter is defined by
the (d − 1)-tuple obtained from σ by deleting its first component. For d = 2, all
components of the set Π∗2 are contractible, see Example 2.
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This means that for every given d and σ, there exists exactly one component
of Π∗d, and which is contractible. The deformation mentioned above is defined like
this:

Yd := (Qd + txQ′d)/(1 + td) =

d∑
j=0

((1 + tj)/(1 + td))ajx
j , t ≥ 0 .

It is clear that the polynomial Yd is monic, with sign(aj) =sign((1 + tj)aj/(1 + td))
and limt→+∞((1 + tj)aj/(1 + td)) = jaj/d. There remains to prove only that Yd
has d distinct real roots.

Denote the roots of Qd by η1 < · · · < ηs < 0 < ξ1 < · · · < ξd−s. The
polynomial Q′d has exactly one root in each of the intervals (η1, η2), . . ., (ηs−1, ηs),
(ηs, ξ1), (ξ1, ξ2), . . ., (ξd−s−1, ξd−s). We denote these roots by τ1 < · · · < τd−1.

For each t ≥ 0, the polynomial Yd changes sign in each of the intervals (ηj , τj),
j = 1, . . ., s− 1, and in each of the intervals (τs+i−1, ξi), i = 2, . . ., d− s, so it has
a root there. This makes not less than d− 2 distinct real roots.

If τs > 0 (resp. τs < 0), then Yd changes sign in each of the intervals (ηs, 0)
and (τs, ξ1) (resp. (ηs, τs) and (0, ξ1)), so it has two more real distinct roots. Hence
for any t ≥ 0, Yd is hyperbolic, with d distinct roots. �

Proof of Theorem 3. We remind that we denote by Hk
± not only the graphs men-

tioned in Theorem 4, but also the corresponding functions.

A) We prove Theorem 3 by induction on d. The induction base are the cases
d = 2 and d = 3, see Examples 2 and 3.

Suppose that Theorem 3 holds true for d = d0 ≥ 3. Set d := d0 + 1. As in
the proof of Theorem 2 we set Qd := xd + ad−1x

d−1 + · · · + a2x
2 + a1x + a0 and

Qd−1 := xd−1 + ad−1x
d−2 + · · ·+ a2x+ a1, so that the intersection Πd ∩ {a0 = 0}

can be identified with Πd−1.

B) We remind that any stratum (or component) U of Π∗d−1 is of the form (see
Notation 2 and Remark 4)

U = S1d−1(σ1, . . . , σd−1) = {a′ ∈ S1d−1 | sign(aj) = σj , 1 ≤ j ≤ d− 1} .

Starting with such a component U (hence U = Ud−1), we construct in several steps
the components U+ and U− of the set Π∗d sharing with U the signs of the coefficients
ad−1, . . ., a1. One has a0 > 0 in U+ and a0 < 0 in U−.

At the first step we construct the sets U1,± as follows. We remind that the
projections πk and their fibres f̃k were defined in part (1) of Theorem 4. Each fibre
f̃d of the projection πd which is over a point of U is a segment, see part (1) of
Theorem 4. If Qd−1 ∈ U , then for ε > 0 small enough, both polynomials xQd−1±ε
are hyperbolic. Indeed, all roots of Qd−1 are real and simple. The set U1,+ (resp.
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U1,−) is the union of the interior points of these fibres f̃d which are with positive
(resp. with negative) a0-coordinates. Thus

U1,+ = {a ∈ f̃d | a′ ∈ U, 0 < a0 < Hd
+(a′)} and

U1,− = {a ∈ f̃d | a′ ∈ U, Hd
−(a′) < a0 < 0} ,

see part (6) of Theorem 4). Hence the sets U1,± are open, non-empty and con-
tractible.

For d ≥ 2, the intersection Πd ∩ {a0 = 0} is strictly included in the projection
Πd−1
d of Πd in Oa1 · · · ad−1. Therefore one can expect that the sets U1,± are not

the whole of two components of Π∗d. We construct contractible sets U1,± ⊂ U2,± ⊂
· · · ⊂ Ud−1,±, where for 1 ≤ j ≤ d− 1, the signs of the coordinates aj of each point
of Uk,+ (resp. Uk,−) are defined by σ, and Ud−1,± are components of Π∗d. One has
a0 > 0 in Uk,+ and a0 < 0 in Uk,−.

C) Recall that the set U consists of all the points between the graphs Ld−1± of
two continuous functions defined on Ud−2:

U = {a′ | Ld−1− (a′′) < a′′ < Ld−1+ (a′′), a′′ ∈ Ud−2} ,

see Notation 2. Thus (Ld−1+ ∪ Ld−1− ) ⊂ ∂U . Depending on the sign of a1 in U , for
each of these graphs, part or the whole of it could belong to the hyperplane a1 = 0.

Consider a fibre f̃d over a point of one of the graphs Ld−1± and not belonging
to the hyperplane a1 = 0. A priori the two endpoints of the fibre cannot have
a0-coordinates with opposite signs. Indeed, if this were the case for the fibre over
a′ = a∗′ (see Notation 2), then for all fibres over a′ close to a∗′, these signs would
also be opposite, because the functions Ld±, whose values are the values of the a0-

coordinates of the endpoints, are continuous. Hence all these fibres f̃d intersect the
hyperplane a0 = 0 (see part (1) of Theorem 4), but not the hyperplane a1 = 0.
Hence the point a∗′ is an interior point of Πd (hence of U as well) and not a point
of ∂U which is a contradiction, see part (2) of Theorem 4.

Both endpoints cannot have non-zero coordinates of the same sign, because
then in the same way the fibres f̃d over all points a′ close to a∗′ would not intersect
the hyperplane a0 = 0 hence a∗′ 6∈ U , so a∗′ 6∈ ∂U .

Hence the following three possibilities remain:

a) both endpoints have zero a0-coordinates;

b) one endpoint has a zero and the other endpoint has a positive a0-coordinate;

c) one endpoint has a zero and the other endpoint has a negative a0-coordinate.

D) Consider the points of the graph Ld−1+ which do not belong to the hyperplane

a1 = 0 (for Ld−1− the reasoning is similar). If for B ∈ (Ld−1+ \ {a1 = 0}), possibility
a) takes place, then there is nothing to do.
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Suppose that possibility b) takes place. Denote by aj,B the coordinates of the
point B (hence a0,B = 0). For each such point B, fix the coordinates aj = aj,B for
j 6= 1 and increase a1. The interior points of the corresponding fibres f̃d (when non-
void) have the same signs of their a0-coordinates, hence these signs are positive.
Then for some a1 = a1,C > a1,B , one has either a1,C = 0 (this can happen only
when a1,B < 0) or the point C belongs to the graph Hd−1

+ and for a1 > a1,C , the

fibres f̃d are void, see Theorem 4.

In both these situations we add to the set U1,+ the points of the interior of all
fibres f̃d over the interval [a1,B , a1,C) (with aj = aj,B for j 6= 1), over all points
B ∈ (Ld−1+ \ {a1 = 0}).

If possibility c) takes place, then we fix again aj,B for j 6= 1 and increase a1.
The interior points of the corresponding fibres f̃d (when non-void) have negative
sign of their a0-coordinates. We add to the set U1,− the interior points of all
fibres f̃d over the interval [a1,B , a1,C) (with aj = aj,B for j 6= 1), over all points
B ∈ (Ld−1+ \ {a1 = 0}).

E) We perform a similar reasoning and construction with Ld−1− (in which the

role of Hd−1
+ is played by Hd−1

− ). In this case a1 is to be decreased, one has
a1,C < a1,B and the interval [a1,B , a1,C) is to be replaced by the interval (a1,C , a1,B ].

F) Thus we have enlarged the sets U1,±; the new sets are denoted by U2,±:

U2,+ = U1,+ ∪ {a ∈ Π∗d | a′′ ∈ Ud−2, L
d−1
+ (a′′) < a1 < Hd−1

+ (a′′),

if Ld−1+ (a′′) ≥ 0, Ld−1+ (a′′)<a1< min(0, Hd−1
+ (a′′)), if Ld−1+ (a′′) < 0} ,

U2,− = U1,− ∪ {a ∈ Π∗d | a′′ ∈ Ud−2, H
d−1
− (a′′) <a1< Ld−1− (a′′),

if Ld−1− (a′′) ≤ 0, max(0, Hd−1
− (a′′))<a1<L

d−1
− (a′′), if Ld−1− (a′′) > 0} .

The sets U1,± and U2,± satisfy the conclusion of Theorem 3. We denote the
graphs Lk± defined for the sets U1,± and U2,± by Lk1,± and Lk2,±. The construction
of these graphs implies that they are graphs of continuous functions (because such
are the graphs Hk

±). The set U1,+ ∪ U1,− (resp. U2,+ ∪ U2,−) contains all points of
the set (πd)−1(U) ∩Π∗d,σ (resp. (πd−1 ◦ πd)−1(Ud−2) ∩Π∗d,σ).

G) We remind that f̃d = f�d−1, see Remark 5. Suppose that the sets Us,±,
2 ≤ s ≤ d− 3, are constructed such that they satisfy the conclusion of Theorem 3
(the graphs Lk± are denoted by Lks,±) and that the set Us,+∪Us,− contains all points

of the set (πd−s+1 ◦ · · · ◦ πd)−1(Ud−s) ∩Π∗d,σ.

Consider a point D ∈ Ld−s+ which does not belong to the hyperplane as = 0.
For the fibre f�d−s of the projection πd−s+1 ◦ · · ·◦πd which is over D (see Remark 5)
one of the three possibilities takes place:
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a′) the minimal and the maximal possible value of the as-coordinate of the
points of the fibre are zero;

b′) the minimal possible value is 0 and the maximal possible value is positive;

c′) the minimal possible value is negative and the maximal possible value is 0.

It is not possible to have both the maximal and minimal possible value of as
non-zero, because in this case the point D does not belong to the set ∂Ud−s. This
is proved by analogy with C). With regard to Remark 5, when the fibre f�d−s is not
a point, then the maximal (resp. the minimal) value of as is attained at one of the
0-dimensional cells (resp. at the other 0-dimensional cell) and only there. This can
be deduced from part (2) of Theorem 4.

H) When possibility a′) takes place, then there is nothing to do. Suppose that
possibility b′) takes place. Denote by aj,D the coordinates of the point D (hence
a0,D = · · · = as−1,D = 0). Fix aj,D for j 6= s and increase as. Then for some
as = as,E > as,D, one has either as,E = 0 (which is possible only if as,D < 0) or the
point E belongs to the graph Hd−s

+ . In this case we add to the set Us,+ the points
of the interior of all fibres f�d−s over the interval [as,D, as,E) (with aj = aj,D for

j 6= s), over all points D ∈ (Ld−s+ \ {as = 0}). The as−1-coordinates of all points
thus added are positive.

If possibility c′) takes place, then we fix again aj,D for j 6= s and increase as.
We add to the set Us,− the points of the interior of all fibres f�d−s over the interval

[as,D, as,E) (with aj = aj,D for j 6= s), over all points D ∈ Ld−s+ \ {as = 0}. The
as−1-coordinates of all points thus added are negative.

We consider in a similar way the graph Ld−s− in which case the role of Hd−s
+

is played by Hd−s
− , as is to be decreased, one has as,E < as,D and the interval

[as,D, as,E) is to be replaced by the interval (as,E , as,D].

I) We have thus constructed the sets Us+1,± which satisfy the conclusion of
Theorem 3:

Us+1,+ = Us,+ ∪ {a ∈ Π∗d | a(s+1) ∈ Ud−s−1,

Ld−ss,+ (a(s+1)) < as < Hd−s
+ (a(s+1)), if Ld−ss,+ (a(s+1)) ≥ 0,

Ld−ss,+ (a(s+1)) < as < min(0, Hd−s
+ (a(s+1))), if Ld−ss,+ (a(s+1)) < 0 } ,

Us+1,− = Us,− ∪ {a ∈ Π∗d | a(s+1) ∈ Ud−s−1,

Hd−s
− (a(s+1)) < as < Ld−ss,− (a(s+1)), if Ld−ss,− (a(s+1)) ≤ 0,

max(0, Hd−s
− (a(s+1))) < as < Ld−ss,− (a(s+1)), if Ld−ss,− (a(s+1)) > 0 } .

The set Us+1,+ ∪Us+1,− contains all points of the set (πd−s ◦ · · · ◦πd)−1(Ud−s−1)∩
Π∗d,σ. It should be noticed that as the fibres f�d−s contain cells of dimension from 0 to
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s, all graphs Lks,± would have to be changed when passing from Lks,± to Lks+1,±. The
new graphs are graphs of continuous functions; this follows from the construction
and from the fact that such are the graphs Hk

±.

J) One can construct the sets Ud−1,± in a similar way. The only difference is
the fact that there is a graph H2

+, but not a graph H2
−, see Example 2:

Ud−1,+ = Ud−2,+ ∪ {a ∈ Π∗d | a(d−1) ∈ U1,

L2
d−2,+(a(d−1)) < ad−2 < H2

+(a(d−1)), if L2
d−2,+(a(d−1)) ≥ 0,

L2
d−2,+(a(d−1)) < ad−2 < min(0, H2

+(a(d−1))), if L2
d−2,+(a(d−1)) < 0 } ,

Ud−1,− = Ud−2,− ∪ {a ∈ Π∗d | a(d−1) ∈ U1,

ad−2 < L2
d−2,−(a(d−1)), if L2

d−2,−(a(d−1)) ≤ 0,

0 < ad−2 < L2
d−2,−(a(d−1)), if L2

d−2,−(a(d−1)) > 0 } .

We set U± := Ud−1,±. The set U+ ∪ U− contains all points from the set (π2 ◦ · · · ◦
πd)−1(U1) ∩ Π∗d,σ. The sets U± satisfy the conclusion of Theorem 3. Hence they
are contractible.

K) The functions Lk± encountered throughout the proof of the theorem can
be extended by continuity on the closures of the sets on which they are defined,
because this is the case of the functions Hk

±. Moreover, fibres f̃k which are points

appear only in case they are over points of the graphs Hk−1
± . Hence this describes

the only possibility for the values of the functions Lk± to coincide. �

6. COMMENTS AND OPEN PROBLEMS

One could try to generalize Theorem 2 by considering instead of the set Π∗d the
set R3,d, i. e. by dropping the requirement the polynomial Qd to be hyperbolic. So
an open problem can be formulated like this:

Open problem 1. For a given degree d, consider the triples (σ, pos, neg)
compatible with Descartes’ rule of signs. Is it true that for each such triple, the
corresponding subset of the set R3,d is either contractible or empty ?

The difference between this open problem and Theorem 2 is the necessity to
check whether the subset is empty or not (see part (3) of Theorem 1). For instance,
if d = 4, then for neither of the triples

((+,−,+,+), 2, 0) and ((−,−,−,+), 0, 2)
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(both compatible with Descartes’ rule of signs) does there exist a polynomial
x4 + a3x

3 + a2x
2 + a1x + a0 with signs of the coefficients aj as defined by σ and

with 2 positive and 0 negative or with 0 positive and 2 negative roots respectively,
see [12] (all roots are assumed to be simple).

The question of realizability of triples (σ, pos, neg) has been asked in [2]. The
exhaustive answer to this question is known for d ≤ 8. For d = 4, it is due to
D. Grabiner ([12]), for d = 5 and 6, to A. Albouy and Y. Fu ([1]), for d = 7 and
partially for d = 8, to J. Forsg̊ard, V. P. Kostov and B. Shapiro ([7] and [8]) and
for d = 8 the result was completed in [15]. Other results in this direction can be
found in [4], [6] and [16].

Remarks 6. (1) It is not easy to imagine how one could prove that all compo-
nents of R3,d are either contractible or empty without giving an exhaustive answer
to the question which triples (σ, pos, neg) are realizable and which are not. Un-
fortunately, at present, giving such an answer for any degree d is out of reach.

(2) If one can prove not contractibility of the non-empty components, but only
that they are (simply) connected, would also be of interest.

For a degree d univariate real monic polynomial Qd without vanishing coef-
ficients, one can define the couples (pos`, neg`) of the numbers of positive and

negative roots of Q
(`)
d , ` = 0, 1, . . ., d − 1. One can observe that the d couples

(pos`, neg`) define the signs of the coefficients of Qd and that their choice must be
compatible not only with Descartes’ rule of signs, but also with Rolle’s theorem.
We call such d-tuples of couples compatible for short. We assume that for ` = 0, 1,

. . ., d− 1, all real roots of Q
(`)
d are simple and non-zero.

To have a geometric idea of the situation we define the discriminant sets ∆̃j ,
j = 1, . . ., d as the sets ∆j defined in the spaces Oad−j . . . ad−1 for the polynomials

Q
(d−j)
d . In particular, ∆̃d = ∆d. For j = 1, . . ., d − 1, we set ∆j := ∆̃j ×

Oa0 . . . ad−j−1. We define the set R4,d as

R4,d := Rd \
(
(∪dj=1∆j) ∪ (∪d−1j=0{aj = 0})

)
.

For d ≤ 5, the question when a subset of R4,d defined by a given compatible d-tuple
of couples (pos`, neg`) is empty is considered in [5].

Open problem 2. Given the d compatible couples (pos`, neg`), is it true that
the subset of R4,d defined by them is either connected (eventually contractible) or
empty? In other words, is it true that each d-tuple of such couples defines either
exactly one or none of the components of the set R4,d ?

Some problems connected with comparing the moduli of the positive and neg-
ative roots of hyperbolic polynomials are treated in [18], [20] and [19]. Other
problems concerning hyperbolic polynomials are to be found in [17]. A tropical
analog of Descartes’ rule of signs is discussed in [9].
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have known this?”. Exp. Math. 28 (2) (2019), 255–256.

[9] Forsg̊ard, J., Novikov, D., and Shapiro, B.: A tropical analog of Descartes’ rule
of signs. Int. Math. Res. Not. IMRN 2017, no. 12, 3726–3750. arXiv:1510.03257
[math.CA].

[10] Fourier, J.: Sur l’usage du théorème de Descartes dans la recherche des limites des
racines. Bulletin des sciences par la Société philomatique de Paris (1820) 156–165,
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1. INTRODUCTION AND PRELIMINARIES

1.1. INTRODUCTION

The questions of C∗-simplicity and unique trace property for a discrete group
have been studied extensively. By definition, a discrete group G is C∗-simple if the
C∗-algebra associated to the left regular representation, C∗r (G), is simple; likewise
it has the unique trace property if C∗r (G) has a unique tracial state. An extensive
introduction to that topic was given by de la Harpe ([6]). Recently, Kalantar and
Kennedy ([10]) gave a necessary and sufficient condition for C∗-simplicity in terms
of action on the Furstenberg boundary of the group in question. Later, Breuillard,
Kalantar, Kennedy, and Ozawa ([2]) studied further the question of C∗-simplicity
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and also showed that a group has the unique trace property if and only if its
amenable radical is trivial. They also showed that C∗-simplicity implies the unique
trace property. The reverse implication was disproven by examples given by Le
Boudec ([11]). In the case of group amalgamations and HNN-extensions, the kernel
controls the uniqueness of trace, and the quasi-kernels control the C∗-simplicity.

The notion of inner amenability for discrete groups was introduced by Effros
([5]) as an analogue to Property Γ for II1 factors that was introduced by Murray
and von Neumann ([12]). By definition, a discrete group G is inner amenable if
there exist a conjugation invariant, positive, finitely additive, probability measure
on G\{1}. Effros showed that Property Γ implies inner amenability, but the reverse
implication doesn’t hold, as demonstrated by Vaes ([14]).

Our examples (all of which being HNN-extensions) stem from the questions
of C∗-simplicity and the unique trace properties for groups. In particular, all of
our examples have the unique trace property, and we also determine the C∗-simple
ones and the non-C∗-simple ones. The examples of section 2 generalize the example
given in [3, Section 5] (which corresponds to the group Λ[Sym(2), Sym(2)] of section
2). There is a resemblance to the groups introduced by Le Boudec in [11] since
they all act on trees. The main benefit is that our groups are given concretely
by generators and relations, which makes them more tractable to investigate some
further properties they possess.

We study some additional analytic properties of our examples. We show that
they are all non-inner-amenable by showing that they are finitely fledged - a prop-
erty that we introduce in [8].

We also explore some of the group-theoretical properties of our groups. We
remark that they are not finitely presented. Also, under some mild natural assump-
tions, we show that each group has a relatively large, simple, normal subgroup.

1.2. PRELIMINARIES

For a group Γ acting on a set X, we denote the set-wise stabilizer of a subset
Y ⊂ X by

Γ{Y } ≡ { g ∈ Γ | gY = Y }

and the point-wise stabilizer of a subset Y ⊂ X by

Γ(Y ) ≡ { g ∈ Γ | gy = y, ∀y ∈ Y }.

For a point x ∈ X, we denote its stabilizer by

Γx = { g ∈ Γ | gx = x }.

Note that, Γ{Y }, Γ(Y ), and Γx are all subgroups of Γ. Also note that,

gΓ{Y }g
−1 = Γ{gY }, gΓxg

−1 = Γgx , and gΓ(Y )g
−1 = Γ(gY ).
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For a group G and its subgroup H, by 〈〈H〉〉G or by 〈〈H〉〉, we denote the
normal closure of H in G.

For some general references on group amalgamations and HNN-extensions see,
e.g., [1], [4], [13], [7], etc.

Let G = 〈X | R〉 be a group; let H be a subgroup of G; and let θ : H ↪→ G be
a monomorphism. Then an HNN-extension of this data (named after G. Higman,
B. Neumann, H. Neumann) is the group

HNN(G,H, θ) ≡ G∗θ ≡ 〈X t {τ} | R t {θ(h) = τ−1hτ | h ∈ H}〉.

It is convenient to denoteH−1≡H andH1≡θ(H). Every element γ∈HNN(G,H,θ)
can be written in reduced form as

γ = g1τ
ε1 · · · gnτεngn+1, where n ∈ N, g1, . . . , gn+1 ∈ G, ε1, . . . , εn = ±1,

and where if εi+1 = −εi for 1 ≤ i ≤ n− 1, then gi+1 /∈ Hεi .

If Sε is a set of left coset representatives for G/Hε, where ε = ±1, satisfy S−1 ∩
S1 = {1}, then every element γ ∈ HNN(G,H, θ) can be uniquely written in
normal form as

γ = s1τ
ε1s2τ

ε2 · · · snτεng, where n ∈ N0, g ∈ G, εi = ±1, si ∈ S−εi , ∀1≤ i ≤ n,
and where if εi−1 = −εi for 2 ≤ i ≤ n, then si 6= 1.

The HNN-extension HNN(G,H, θ) is called nondegenerate if either H 6= G or
θ(H) 6= G and is called non-ascending if H 6= G 6= θ(G).
The Bass-Serre tree T (HNN(G,H, θ)) of HNN(G,H, θ) is the graph, that can be
shown to be a tree, consisting of a vertex set

Vertex(HNN(G,H, θ)) =

{G} ∪ {s1τ
ε1s2τ

ε2 · · · snτεnG | n ∈ N, s1τ
ε1s2τ

ε2 · · · snτεn is in normal form}

and an edge set

Edge(HNN(G,H, θ)) =

{H} ∪ {s1τ
ε1s2τ

ε2 · · · snτεnsn+1H | n∈N, s1τ
ε1s2τ

ε2 · · · snτεn is in normal form}.

The group HNN(G,H, θ) acts on T (HNN(G,H, θ)) by left multiplication.

The vertex v = s1τ
ε1s2τ

ε2 · · · snτεnG is adjacent to the vertex
w = s1τ

ε1s2τ
ε2 · · · snτεnsn+1τ

εn+1G with connecting edge

e =

{
s1τ

ε1s2τ
ε2 · · · snτεnsn+1τ

εn+1H if εn+1 = −1,

s1τ
ε1s2τ

ε2 · · · snτεnsn+1H if εn+1 = 1.

To see the reason for this, we need to look at the stabilizers. The stabilizer of v is

HNN(G,H, θ)v = s1τ
ε1s2τ

ε2 · · · snτεnG(s1τ
ε1s2τ

ε2 · · · snτεn)−1
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and the stabilizer of w is

HNN(G,H,θ)w=s1τ
ε1s2τ

ε2 · · · snτεnsn+1τ
εn+1G(s1τ

ε1s2τ
ε2 · · · snτεnsn+1τ

εn+1)−1.

Therefore the stabilizer of e is

HNN(G,H, θ)e = HNN(G,H, θ)v ∩ HNN(G,H, θ)w =

s1τ
ε1s2τ

ε2 · · · snτεnsn+1 [G ∩ τεn+1Gτ−εn+1 ] (s1τ
ε1s2τ

ε2 · · · snτεnsn+1)−1 =

s1τ
ε1s2τ

ε2 · · · snτεnsn+1 H−εn+1
(s1τ

ε1s2τ
ε2 · · · snτεnsn+1)−1 ={

s1τ
ε1s2τ

ε2 · · · snτεnsn+1H(s1τ
ε1s2τ

ε2 · · · snτεnsn+1)−1 if εn+1 = 1,

s1τ
ε1s2τ

ε2 · · · snτεnsn+1τ
εn+1Hτ−εn+1(s1τ

ε1s2τ
ε2 · · · snτεnsn+1)−1 if εn+1 = −1.

Finally, since HNN(G,H, θ) can be expressed as

HNN(G,H, θ) = (G ∗ 〈τ〉)/〈〈τ−1hτθ(h−1) | h ∈ H〉〉,

it has the following universal property (see, e.g., [4], page 36):

Remark 1.1. Let C be a group; let α : G −→ C be a group homomorphism;
and let t ∈ C be an element for which the following holds: t−1α(h)t = α(θ(h)) for
each h ∈ H. Then there is a unique group homomorphism β : HNN(G,H, θ) −→ C
satisfying β|G = α and β(τ) = t.

To conclude this section, we recall that we called a group amenablish if it has
no nontrivial C∗-simple quotients ([9, Definition 7.1]). We showed in [9] that the
class on amenablish groups is a radical class, so every group has a unique maximal
normal amenablish subgroup, the amenablish radical. Also, the class of amenablish
groups is closed under extensions. The amenablish radical ’detects’ C∗-simplicity
the same way as the amenable radical ’detects’ the unique trace property (see [9,
Corollary 7.3] and [2, Theorem 1.3]).

2. HNN-EXTENSIONS

2.1. NOTATION, DEFINITIONS, QUASI-KERNELS

We use the following notations, some of which appear in [3]:

Tε = {γ = g0τ
εg1τ

ε1 · · · gnτεngn+1 | n ≥ 0, γ ∈ Λ is reduced},

T †ε = {γ = τεg1τ
ε1 · · · gnτεngn+1 | n ≥ 0, γ ∈ Λ is reduced}.
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For ε = ±1, consider also the quasi-kernels defined in [3]:

Kε ≡
⋂

r∈Λ\T †ε

rHr−1. (1)

They satisfy the relation ker Λ = K1 ∩K−1, where, by definition,

ker Λ ≡
⋂
r∈Λ

rHr−1.

It follows from [3, Theorem 4.19] that Λ has the unique trace property if and
only if ker Λ has the unique trace property. It also follows from [3, Theorem 4.20]
that Λ is C∗-simple if and only if K−1 or K1 is trivial or non-amenable provided Λ
is a non-ascending HNN-extension and ker Λ is trivial.

We need the following results.

Remark 2.1. Consider the Bass-Serre tree Θ = Θ[Λ] of the group

Λ = HNN(G,H, θ) = 〈G, τ | τ−1hτ = θ(h) for all h ∈ H〉,

and consider the edge H connecting vertices G and τG. Denote by Θ1 the full
subtree of Θ consisting of all vertices v ∈ Θ satisfying dist(v,G) < dist(v, τG).
Also, denote by Θ̄1 the full subtree of Θ consisting of all vertices v ∈ Θ satisfying
dist(v,G) > dist(v, τG). Likewise, consider the edge τ−1H connecting vertices G
and τ−1G. Then, denote by Θ−1 the full subtree of Θ consisting of all vertices
v ∈ Θ satisfying dist(v,G) < dist(v, τ−1G), and denote by Θ̄−1 the full subtree of
Θ consisting of all vertices v ∈ Θ satisfying dist(v,G) > dist(v, τ−1G).

It is easy to see that Θ̄ε = τεΘ−ε,

Θε = {G} ∪ { tεG | tε ∈ Λ \ T †ε }, and Θ̄ε = { t†εG | t†ε ∈ T †ε }.

Proposition 2.2. With the notation from the previous Remark, the following
hold for each ε = ±1:

(i) Kε = Λ(Θε).

(ii) Kε < H ∩ θ(H).

(iii) γKεγ
−1 = Λ(γΘε) for every γ ∈ Λ.

In particular Λ(Θ̄ε) = τεK−ετ
−ε.

Proof. (i)

g ∈ Kε ⇐⇒ r−1gr ∈ H, ∀r ∈ Λ \ T †ε ⇐⇒ gr ∈ rH, ∀r ∈ Λ \ T †ε
⇐⇒ grH = rH, ∀r ∈ Λ \ T †ε ⇐⇒ g fixes every edge of Θε

⇐⇒ g ∈ Λ(Θε).
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(ii) From (i), we know that every element g ∈ Kε fixes all vertices adjacent to G
except for the vertex τεG, eventually. Therefore it also fixes τεG, so g fixes all
edges around G. In particular, g fixes the edge H, so g ∈ H. Likewise, g fixes the
edge τ−1H, so g ∈ τ−1Hτ = θ(H).

(iii) As in (i), we have

g ∈ γKεγ
−1 ⇐⇒ γ−1gγ ∈ Kε ⇐⇒ γ−1gγ ∈ Λ(Θε)

⇐⇒ g ∈ γΛ(Θε)γ
−1 ⇐⇒ g ∈ Λ(γΘε).

�

Lemma 2.3. For ε = ±1, Kε is a normal subgroup of H−ε, and a normal
subgroup of H ∩θ(H). Moreover, if ker Λ is trivial, then K−1 and K1 have a trivial
intersection and mutually commute.

Proof. From Proposition 2.2 (ii), it follows that K1 and K−1 are subgroups of
H ∩ θ(H). Take h ∈ H−ε. Then

h · T †ε = {hτεg1τ
ε1 · · · gnτεngn+1 | n ≥ 0, τεg1τ

ε1 · · · gnτεngn+1 is reduced} =

{τεθε(h)g1τ
ε1 · · · gnτεngn+1 | n ≥ 0, τεg1τ

ε1 · · · gnτεngn+1 is reduced} = T †ε .

This gives the first assertion. For the second assertion, take kε∈Kε for each ε = ±1.
Then, from Kε / H ∩ θ(H), it follows that k−1k

−1
1 k−1

−1 ∈ K1 and k1k−1k
−1
1 ∈ K−1.

Thus
K−1 3 (k1k−1k

−1
1 )k−1

−1 = k1(k−1k
−1
1 k−1

−1) ∈ K1,

and therefore k1k−1k
−1
1 k−1

−1 ∈ K1 ∩K−1 = ker Λ = {1}. �

Lemma 2.4.

(i) Let γ=τεngn · · · g2τ
ε1g1τ

ε∈Λ be reduced. Then γ ·T †−ε⊃T
†
−εn . In particular,

K−εn < γK−εγ
−1.

(ii) Let γ ∈ G\Hε. Then γT †−ε∩T
†
−ε = ∅. In particular, γK−εγ

−1∩K−ε = ker Λ.

(iii) Let γ ∈ Λ be a reduced word starting and ending with τε. Then T †−ε∩γT †ε = ∅.
In particular, K−ε ∩ γKεγ

−1 = ker Λ.

Proof. (i) Observe that

γ · T−ε
⊃ {γ ·τ−εg−1

1 τ−ε1 · · · g−1
n τ−εn ·τ−εn · gn+1τ

εn+1gn+2τ
εn+2 · · · gn+mτ

εn+mgn+m+1 |
m ≥ 0, τ−εngn+1τ

εn+1gn+2 · · · gn+mτ
εn+mgn+m+1 is reduced}

= {λ = τ−εngn+1τ
εn+1gn+2 · · · gn+mτ

εn+mgn+m+1 | m ≥ 0, λ is reduced}
= T−εn .
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The second statement follows from the observation

γ · (Λ \ T †−ε) = Λ \ γT †−ε ⊂ Λ \ T †−εn .

(ii) and (iii) follow easily. �

Lemma 2.5. Let γ = gn+1τ
εngn · · · g2τ

ε1g1τ
ε, γ′ = g′n+1τ

ε′ng′n · · · g′2τε
′
1g′1τ

ε,

and γ′′ = g′′n+1τ
ε′′ng′n · · · g′′2 τε

′′
1 g′′1 τ

−ε be reduced, where n ≥ 0 and ε = ±1. Then:

(i) If (γ′)−1γ ∈ H−ε, then γKεγ
−1 = γ′Kε(γ

′)−1.

(ii) If ker Λ is trivial and if (γ′)−1γ /∈ H−ε, then γKεγ
−1 and γ′Kε(γ

′)−1 have
a trivial intersection and mutually commute.

(iii) If ker Λ is trivial, then γKεγ
−1 and γ′′K−ε(γ

′′)−1 have a trivial intersection
and mutually commute.

Proof. (i) (γ′)−1γKεγ
−1γ′ = Kε by Lemma 2.3.

(ii) If (γ′)−1γ is an element of G \ H−ε, then the assertion follows from
Lemma 2.4 (ii). If (γ′)−1γ starts with τ−ε and ends with τε, then, by Lemma 2.4
(i), it follows that

(γ′)−1γKεγ
−1γ′ < K−ε,

which, combined with Kε ∩K−ε = ker Λ = {1}, proves the assertion.

(iii) Observe that the reduced form of (γ′′)−1γ starts and ends with τε, there-
fore the assertion follows from Lemma 2.4 (iii). �

Assume that ker Λ = {1}. Let Sε be a left coset representatives of G/Hε for
ε = ±1.

It follows from Lemma 2.5 that, for two reduced words

γ = sn+1τ
εnsn · · · s2τ

ε1s1τ
ε and γ′ = tn+1τ

ε′ntn · · · t2τε
′
1t1τ

ε

with si, ti ∈ S−1 ∪ S1 and ε, εi, ε
′
i ∈ {−1, 1},

γKεγ
−1 = γ′Kε(γ

′)−1

if and only if γ = γ′, and this happens if and only if εi = ε′i and si = ti, ∀i. In
the case γ 6= γ′, γKεγ

−1 and γ′Kε(γ
′)−1 have a trivial intersection and mutually

commute.
If γ′′ = rn+1τ

ε′′nrn · · · r2τ
ε′′1 s1τ

−ε is another reduced word, where ri ∈ S−1 ∪ S1

and ε′′i ∈ {−1, 1}, then γKεγ
−1 and γ′′K−ε(γ

′′)−1 have a trivial intersection and
mutually commute.

From these considerations, it follow that

K(0) ≡
⊕
s∈S−1

sK1s
−1 ⊕

⊕
t∈S1

tK−1t
−1 (2)
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and, for n ≥ 0,

K(n+ 1) ≡
⊕
ε=±1

si∈S−1∪S1, εi=±1

sn+1τεnsn···s2τε1s1τε reduced

sn+1τ
εnsn · · · s2τ

ε1s1τ
εKετ

−εs−1
1 τ−ε1s−1

2 · · · s
−1
n τ−εns−1

n+1

(3)

are normal subgroups of G. Also, consider the groups

K(0, ε) ≡
⊕
s∈S−ε

sK1s
−1 ⊕

⊕
t∈S′ε

tK−1t
−1,

which are normal in Hε for ε = ±1.

Remark 2.6. The group G acts transitively on the vertices sτG, where s∈S−1.
It also acts transitively on the vertices sτ−1G, where s ∈ S1. This fact is an
important ingredient in the examples below.

Remark 2.7. It follows from Lemma 2.4 that K−1 is isomorphic to a subgroup
of K1 and vice-versa. Consequently, K−1 = {1} if and only if K1 = {1}. In this
situation, K(n) = {1} ∀n ≥ 0.

2.2. A FAMILY OF EXAMPLES

For ε = ±1, consider nonempty sets I ′ε, and let Iε ≡ I ′ε t {ιε}. Also, let Σε
be transitive permutation groups on Iε, and let Γ = Σ−1 ·Σ1 be the corresponding
permutation group on I−1tI1. Let Σ′ε ≡ (Σε)ιε be the respective stabilizer groups,
and define Γε ≡ Γιε = Σ′ε · Σ−ε. Define

Λ[Σ−1,Σ1] ≡ Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1]

≡ HNN(G,H, θ) = 〈G, τ | τ−1hτ = θ(h) for all h ∈ H〉 ,

where

H ≡ 〈{h(i1, ε1 . . . , in, εn;σn) | n ∈ N, εt ∈ {−1, 1}, it ∈ I−εt , and σn ∈ Γεn

satisfy it ∈ I ′−εt whenever εtεt−1 = −1; }〉 and

Hε = 〈H ∪ {h(σε) | σε ∈ Γε}〉, ε = ±1.

Finally, define
G = 〈H−1, H1〉 = 〈H ∪ { h(σ) | σ ∈ Γ}〉,

where the following relations hold (there are redundancies):

(R1) Elements h(σ−1)’s and h(σ1)’s commute for all σε ∈ Σε, where ε = ±1.

(R2) Let 1 ≤ m < n, σn ∈ Γεn , and σ′m ∈ Γem . If (i1, ε1 . . . , im, εm) 6=
(j1, e1 . . . , jm, em), the elements

h(j1, e1 . . . , jm, em;σ′m) and h(i1, ε1 . . . , im, εm, . . . , in, εn;σn)
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commute.

(R3) For 1 ≤ m < n and σt ∈ Γεt , the following holds

h(i1, ε1 . . . , im, εm;σm)h(i1, ε1 . . . , im, εm, im+1, εm+1, . . . , in, εn;σn)h(i1, ε1 . . . , im, εm;σm)−1

= h(i1, ε1 . . . , im, εm, σm(im+1), εm+1, . . . , in, εn;σn).

(R4) For σm, σ
′
m ∈ Γεm , the following holds

h(i1, ε1 . . . , im, εm;σm)h(i1, ε1 . . . , im, εm;σ′m) = h(i1, ε1 . . . , im, εm;σmσ
′
m).

(R5) For σ, σ′ ∈ Γ, the following holds

h(σ)h(σ′) = h(σσ′).

(R6) For n ∈ Z, σ ∈ Γ, and σn ∈ Γεn , the following holds

h(σ)h(i1, ε1 . . . , in, εn;σn)h(σ)−1 = h(σ(i1), ε1, i2, ε2, . . . , in, εn;σn).

(R7) For ε = ±1 and σε ∈ Γε, the following holds

θ−ε(h(σε)) = (τεh(σε)τ
−ε) = h(ι−ε, ε;σε).

(R8) For ε = ±1, n ∈ N, and σn ∈ Γεn , the following holds

θ−ε(h(i1, ε, i2, ε2, . . . , in, εn;σn)) = (τεh(i1, ε, i2, ε2, . . . , in, εn;σn)τ−ε)

= h(ι−ε, ε, i1, ε, i2, ε2 . . . , in, εn;σn).

(R9) For ε = ±1, n ∈ N, and σn ∈ Γεn , the following holds

θε(h(i1, ε . . . , in, εn;σn)) = (τ−εh(i1, ε . . . , in, εn;σn)τε)

=

{
h(i2, ε2 . . . , in, εn;σn), if i1 = ι−ε,

h(ιε,−ε, i1, ε . . . , in, εn;σn), if i1 6= ι−ε.

2.3. SOME BASIC PROPERTIES OF THE EXAMPLES AND THEIR QUASI-KERNELS

In this subsection we fix a group Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1].

First, let’s note that Index[G : Hε] = #(Iε) for ε = ±1. To see this, recall
that Σε acts transitively on Iε, and for i ∈ Iε, choose µiε ∈ Σε satisfying µiε(ιε) = i.
Let’s denote λiε = h(µiε). If σ ∈ Σε \Σ′ε satisfies σ(ιε) = i, then (µiε)

−1 ◦σ(ιε) = ιε.
Therefore (µiε)

−1◦σ∈Σ′ε, so h((µiε)
−1◦σ)∈Hε. It follows that h(σ)∈h(µiε)Hε=λiεH.

Consequently, for each ε = ±1,

G = Hε t
⊔
i∈I′ε

λiεHε. (4)
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It is easy to see in these notations that for ε = ±1, the set

Sε = { λiε | i ∈ I ′ε } ∪ { 1 }

is a left coset representative of Hε in G.

Next, consider the action of Λ on its Bass-Serre tree Θ = Θ[Λ]. The set of all
adjacent vertices to the vertex G is

{ τG } ∪ { λi−1τG | i ∈ I ′−1 } ∪ { τ−1G } ∪ { λi1 | i ∈ I ′1 }.

This set can be indexed by the set I−1 ∪ I1 in the obvious way: Denote by v(∅) the
vertex G, by v(ι−1, 1) the vertex τG, by v(ι1,−1) the vertex τ−1G, by v(i−1, 1)

the vertex λ
i−1

−1 τG, where i−1 ∈ I ′−1, and by v(i1,−1) the vertex λi11 τ
−1G, where

i1 ∈ I ′1. Denote a general vertex

λi1−ε1τ
ε1 · · ·λin−εnτ

εnG

by v(i1, ε1, . . . , in, εn) for an element λi1−ε1τ
ε1 · · ·λin−εnτ

εn ∈ Λ in its normal form,
i.e., it ∈ I−εt and if εt−1 · εt = −1, then it ∈ I ′−εt .

With the notation of Remark 2.1, for ε = ±1, Θε is the full subtree of Θ
containing the vertex v(∅) = G and vertices v(i1, ε1, . . . , in, εn), where n ≥ 1
and (i1, ε1) 6= (ι−ε, ε), and Θ̄ε is the full subtree of Θ containing the vertices
v(ι−ε, ε, i1, ε1, . . . , in, εn), where n ≥ 0.

Remark 2.8. It follows from [1, Exercise VI.3] that our examples are never
finitely presented since H is never finitely generated.

We continue with

Lemma 2.9. (i) Let m ≥ 1, σm ∈ Γεm , it ∈ I−εt , and ε ∈ {−1, 1} satisfy
εtεt−1 = −1⇒ it ∈ I ′−εt . Then

h(i1, eps1 . . . ,im, εm;σm)

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(σm)τ−εm(λim−εm)−1 · · · τ−ε1(λi1−ε1)−1.

(ii) Every element h of G can be written as

h = h(σ)

m∏
k=1

h(ik1 , εk,1, . . . , i
k
nk
, εk,nk

;σk),

where m ≥ 1, σk ∈ Γεk,nk
, 1 ≤ n1 ≤ · · · ≤ nm, and σ ∈ Γ satisfy the

condition: if nk = nk+a for some 1 ≥ k ≥ m and some a ≥ 1, then

(ik1 , εk,1, . . . , i
k
nk
, εk,nk

) 6= (ik+a
1 , εk+a,1, . . . , i

k+a
nk+a

, εk+a,nk+a
).
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(ii) Every element g ∈ Tε can be written as

g = λi−ετ
ελi1−ε1τ

ε1 · · ·λim−εmτ
εmh,

where h ∈ G and m ≥ 0.

Proof. (i) follows by repeated applications of relations (R7), (R8), and (R6).
(ii) follows by repeated applications of relations (R3) and (R6).
(iii) follows by equation (4) and the structure of HNN-extensions. �

Lemma 2.10. Let n > m ≥ 1 and σk ∈ Γεk . Then the following hold

(i) h(i1, ε1 . . . , im, εm;σm)v(i1, ε1, . . . , im, εm, im+1, εm+1, . . . , in, εn)

= v(i1, ε1, . . . , im, εm, σm(im+1), εm+1, . . . , in, εn).

(ii) h(i1, ε1 . . . , im, εm;σm) ∈ Λv(i1,ε1...,im,εm) and h(σ) ∈ Λv(∅) for σ ∈ Γ.

(iii) If σε ∈ Γε, then h(σε) ∈ Λ(Θ̄−ε) = τ−εKετ
ε.

(iv) Let m ≤ n and let h(i1, ε1 . . . , in, εn;σn), h(j1, e1 . . . , jm, em; δm) ∈ Λ. If
(i1, ε1 . . . , im, εm) 6=(j1, e1 . . . , jm, em), then h(i1, ε1 . . . , in, εn;σn)∈Λv(j1,e1...,jm,em)

and h(j1, e1 . . . , jm, em; δm) ∈ Λv(i1,ε1...,in,εn).

(iv) h(i1, ε1 . . . , in, εn;σn) ∈ Λ(Θ̄ε) ⇐⇒ (i1, ε1) 6= (ι−ε, ε).

Proof. (i) First, note that

σ ≡ (λ
σm(im+1)
−εm+1

)−1 ◦ h(σm)λ
im+1

−εm+1
∈ Γ−εm+1

since it fixes ι−εm+1 . It follows by Lemma 2.9 (i) and (iii) that there are kt ∈ Iεt
and a χ ∈ Hεn that satisfy (τεm+1 · · ·λin−εnτ

εn)−1 = χτ−εnλ
kn−1
εn−1 · · ·λ

km+1
εm+1 τ

−εm+1 .
Therefore

(τεm+1 · · ·λin−εnτ
εn)−1h(σ)τεm+1 · · ·λin−εnτ

εn

= χτ−εnλkn−1
εn−1

· · ·λkm+1
εm+1

τ−εm+1h(σ)τεm+1(λkm+1
εm+1

)−1 · · · (λkn−1
εn−1

)−1τεnχ−1

= χh(ιεn ,−εn, kn−1,−εn−1, . . . , km+2,−εm+2, ιεm+1,−εm+1;σ)χ−1.

Then Lemma 2.9 (i) implies

h(i1, ε1 . . . , im, εm;σm)v(i1, ε1, . . . , im, εm, im+1, εm+1, . . . , in, εn)

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(σm)τ−εm(λim−εm)−1· · ·τ−ε1(λi1−ε1)−1 · λi1−ε1τ
ε1 · · ·λin−εnτ

εnG

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(σm)λ
im+1

−εm+1
τεm+1 · · ·λin−εnτ

εnG

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmλ
σm(im+1)
−εm+1

h(σ)τεm+1 · · ·λin−εnτ
εnG

Ann. Sofia Univ., Fac. Math and Inf., 107, 2020, 105–127. 115



= λi1−ε1τ
ε1 · · ·λim−εmτ

εmλ
σm(im+1)
−εm+1

τεm+1 · · ·λin−εnτ
εn

· (τεm+1 · · ·λin−εnτ
εn)−1h(σ)τεm+1 · · ·λin−εnτ

εnG

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmλ
σm(im+1)
−εm+1

τεm+1 · · ·λin−εnτ
εn

· χh(ιεn ,−εn, kn−1,−εn−1, . . . , km+2,−εm+2, ιεm+1,−εm+1;σ)χ−1G

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmλ
σm(im+1)
−εm+1

τεm+1 · · ·λin−εnτ
εnG

= v(i1, ε1, . . . , im, εm, σm(im+1), εm+1, . . . , in, εn).

(ii) The second claim is obvious. For the first claim,

h(i1, ε1 . . . , im, εm;σm)v(i1, ε1 . . . , im, εm)

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(σm)τ−εm(λim−εm)−1· · ·τ−ε1(λi1−ε1)
−1 ·λi1−ε1τ

ε1 · · ·λim−εnτ
εmG

= λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(σm)G = v(i1, ε1 . . . , im, εm).

(iii) The fact Λ(Θ̄−ε) = τ−εKετ
ε is stated in Proposition 2.2. Let n ≥ 0 and let

v(ιε,−ε, i1, ε1, . . . , in, εn) ∈ Θ̄−ε. By the argument at the beginning of the proof of
(i), there are kt ∈ Iεt and a χ ∈ Hεn satisfying

(τ−ελi1−ε1τ
ε1 · · ·λin−εnτ

εn)−1h(σε)τ
−ελi1−ε1τ

ε1 · · ·λin−εnτ
εn

= χh(ιεn ,−εn, kn−1,−εn−1, . . . , iε1 ,−ε1, ε, ι−ε;σε)χ
−1.

Therefore

h(σε)v(ιε,−ε, i1, ε1, . . . , in, εn) = h(σε)τ
−ελi1−ε1τ

ε1 · · ·λin−εmτ
εnG

= τ−ελi1−ε1τ
ε1 · · ·λin−εmτ

εn ·(τ−ελi1−ε1τ
ε1 · · ·λin−εmτ

εn)−1h(σε)τ
−ελi1−ε1τ

ε1 · · ·λin−εmτ
εnG

= τ−ελi1−ε1τ
ε1 · · ·λin−εmτ

εn · χh(ιεn ,−εn, kn−1,−εn−1, . . . , iε1 ,−ε1, ε, ι−ε;σε)χ
−1G

= v(ιε,−ε, i1, ε1, . . . , in, εn).

Consequently h(σε) ∈ Θ̄−ε.

(iv) Note that the element γ = τ−em(λjm−em)−1 · · · τ−e1(λj1−e1)−1λi1−ε1τ
ε1 · · ·λin−εnτ

εn

belongs to T †−em because of the condition (i1, ε1 . . . , im, εm) 6= (j1, e1 . . . , jm, em).

It follows from Lemma 2.9 (iii) that γ = τ−emλk1−l1τ
l1λk2−l2τ

l2 · · ·λks−lsτ
lsh, where

h ∈ G and where kt ∈ I−lt , ∀t. Then

h(j1, e1 . . . , jm, em; δm) ∈ Λv(i1,ε1...,in,εn)

⇐⇒ λj1−e1τ
e1 · · ·λjm−emτ

emh(δm)τ−em(λjm−em)−1 · · · τ−e1(λj1−e1)−1 ∈ Λv(i1,ε1...,in,εn)

⇐⇒ h(δm) ∈ τ−em(λjm−em)−1 · · · τ−e1(λj1−e1)−1Λv(i1,ε1...,in,εn)λ
j1
−e1τ

e1 · · ·λjm−emτ
em

⇐⇒ h(δm) ∈ Λ
τ−em (λjm

−em
)−1···τ−e1 (λ

j1
−e1

)−1v(i1,ε1...,in,εn)

⇐⇒ h(δm) ∈ Λ
τ−em (λjm

−em
)−1···τ−e1 (λ

j1
−e1

)−1λ
i1
−ε1

τε1 ···λin
−εn

τεnG

⇐⇒ h(δm) ∈ Λ
τ−emλ

k1
−l1

τ l1λ
k2
−l2

τ l2 ···λks
−ls

τ lshG

⇐⇒ h(δm) ∈ Λv(ιem ,−em,k1,l1,...,ks,ls).
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The last equivalence holds according to (iii). The inclusion h(i1, ε1 . . . , in, εn;σn) ∈
Λv(j1,e1...,jm,em) is proven analogously.

(v) Every vertex of Λ(Θ̄ε) is of the form v(ι−ε, ε, j1, e1, . . . , jm, em), so if tuples
(i1, ε1 . . . , in, εn) and (ι−ε, ε, j1, e1, . . . , jm, em) satisfy the assumptions of (iv), then
h(i1, ε1 . . . , in, εn;σn) ∈ Λ(Θ̄ε). By (i), h(ι−ε, ε, j1, e1, . . . , jm, em;σm) /∈ Λ(Θ̄ε), and
the statement follows. �

Proposition 2.11. For a group Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1] and for ε=±1,
the following hold

(i) Λ(Θ̄ε) = 〈 { h(σ−ε) | σ−ε ∈ Γ−ε } ∪
{h(i1, ε1, . . . , im, εm;σm) |m≥1, h(i1, ε1,. . ., im, εm;σm)∈H−ε,

and (i1, ε1) 6=(ι−ε, ε) } 〉 ;

(ii) |Kε| = 〈{ h(ιε,−ε;σ−ε) | σ−ε ∈ Γ−ε }t
{ h(ιε,−ε, i1, ε1, . . . , in, εn;σn) |n ≥ 1, σn ∈ Γεn}〉 ;

(iii) ker Λ = {1}.

Proof. (i) Denote the group on the right-hand-side by ∆. The inclusion ∆ < Λ(Θ̄ε)

follows from Lemma 2.10 (iii) and (v). Take an element h ∈ Λ(Θ̄ε). Proposi-
tion 2.2 (iv) implies that h ∈ H−ε. If we assume h = h(σ), then σ ∈ Γ−ε, and
therefore h(σ) ∈ ∆. If h is not of the form h(σ), Lemma 2.9 (ii) can be applied to
h−1 ∈ H−ε. It follows that

h =

m∏
k=1

h(ik1 , εk,1, . . . , i
k
nk
, εk,nk

;σk) · h(σ−ε),

where m ≥ 0, σk ∈ Γεk,nk
, n1 ≥ n2 ≥ · · · ≥ nm ≥ 1, and σ−ε ∈ Γ−ε. Assume

h(il1, εl,1, . . . , i
l
nl
, εl,nl

;σl) /∈ ∆ for some 1 ≤ l ≤ m and that l is the biggest number
with this property. We will derive a contradiction below. Then it is clear that
il1 = ι−ε and εl,1 = ε. Also, σl ∈ Γεl,nl

is not the identity, so there exist two
different elements κ, ρ ∈ I−1 t I1, such that σl(κ) = ρ. Let h act on

v = v(il1, εl,1, . . . , i
l
nl
, εl,nl

, κ, εl,nl
, α1, e1, . . . , αn1

, en1
),

where α’s and e’s are arbitrary and allowed. The terms h(σ−ε) and∏m
k=l+1 h(ik1 , εk,1, . . . , i

k
nk
, εk,nk

;σk) leave v fixed by the choice of l. From the final
condition of Lemma 2.9 (ii) and from Lemma 2.10 (iv), it follows that the terms
with length equal to nl also leave v fixed. Finally, from Lemma 2.10 (i), it follows
that the remaining terms act on v by eventually changing only the α’s. Therefore
we conclude that

hv(il1, εl,1, . . . , i
l
nl
, εl,nl

, κ, εl,nl
, α1, e1, . . . , αn1

, en1
)

= v(il1, εl,1, . . . , i
l
nl
, εl,nl

, ρ, εl,nl
, β1, e1, . . . , βn1

, en1
)
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for some β’s. This shows that h /∈ Λ(Θ̄ε), a contradiction that proves (i).

(ii) From Proposition 2.2 (iii), it follows that

Kε = τ−εKε(τ
−ε)τε = τ−εΛ(Θ̄ε)τ

ε = θε(Λ(Θ̄ε)).

The assertion follows from relation (R7) and Lemma 2.9 (i).

(iii) is obvious. �

Now, we want to explore the structure of the quasi-kernels of
Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1], in particular, that of Λ(Θ̄ε).

First, we note that Proposition 2.11 (ii) and relation (R6) imply that for i ∈ Iε,

λiετ
−εΛ(Θ̄ε)τ

ε(λiε)
−1 = λiεKε(λ

i
ε)
−1

= 〈{h(i,−ε, i1, ε1, . . . , im, εm;σm) |m ≥ 0, h(i,−ε, i1, ε1, . . . , im, εm;σm) ∈ H}〉.

It is clear that

Λ(Θ̄ε)

=〈{h(σ−ε) |σ−ε∈Γ−ε} ∪ ∪
i∈Iε

λiετ
−εΛ(Θ̄ε)τ

ε(λiε)
−1∪ ∪

i∈I′−ε

λi−ετ
εΛ(Θ̄−ε)τ

−ε(λi−ε)
−1〉

=〈 { h(σ−ε) | σ−ε ∈ Γ−ε } ∪ K(0,−ε) 〉.

In other words,
Λ(Θ̄ε)

∼= K(0,−ε) o Γ−ε.

This can be written ”recursively” as

Kε
∼= [

⊕
#(S′−ε)

K−ε ⊕
⊕

#(Sε)

Kε] o Γ−ε. (5)

This is in a sense a ”wreath product” representation.

Let’s denote
Hε(0) = 〈 { h(σ−ε) | σ−ε ∈ Γ−ε } 〉.

For n ≥ 1, let

Hε(n)=〈{h(i1, ε1,. . ., in, εn;σn) |h(i1, ε1,. . ., in, εn;σn)∈H−ε and (i1, ε1) 6=(ι−ε, ε)}〉.

Note that, each Hε(n) is isomorphic to a direct sum of copies of Γ1 and Γ−1. Let
us also denote

Hε[n] = 〈 Hε(0) ∪Hε(1) ∪ · · · ∪ Hε(n) 〉.
Relation (R3) implies that Hε(n) C Hε[n] and that there is an extension

{1} −→ Hε(n) −→ Hε[n] −→ Hε[n− 1] −→ {1}. (6)

The natural embeddings Hε[m] ↪→ Hε[n] give a representation of Λ(Θ̄ε) as a direct
limit of groups

Λ(Θ̄ε) = lim
−→
n

Hε[n]. (7)
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Lemma 2.12. K−1 is amenable if and only if K1 is amenable, if and only if
Γ−1 and Γ1 are both amenable, and if and only if Σ−1 and Σ1 are both amenable.

Proof. Assume that Γε is not amenable for some ε = ±1. Then, by equation (5),
it follows that K−ε is not amenable, so equation (5), applied once more, gives the
nonamenability of Kε.

Conversely, assume that Γ−1 and Γ1 are both amenable. Then Hε(n) is
amenable as a direct sum of copies of Γ−1 and Γ1. Also, Hε[0] = Hε(0) ∼= Γ−ε
is amenable for ε = ±1. Therefore an easy induction based on the extension (6),
gives the amenability of Hε[n] for each ε = ±1 and each n ≥ 0. Finally, the direct
limit representation (7) of Λ(Θ̄ε) implies the amenability of Λ(Θ̄ε) for and therefore
that of Kε = τ−εΛ(Θ̄ε)τ

ε for ε = ±1. �

2.4. GROUP-THEORETIC STRUCTURE

We give a result about the structure of our groups.

Theorem 2.13. Take Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1]. Let’s assume that:

(i) Σ−1 and Σ1 are 2-transitive, that is, all stabilizers (Σε)iε are transitive on
the sets Iε \ {iε} for all iε ∈ Iε and ε = ±1;

(ii) For each ε = ±1, either Σε = 〈(Σε)iε | iε ∈ Iε〉 or Σε = Sym(2).

Then Λ has a simple normal subgroup Ξ for which there is a group extension

1 −→ Ξ −→ Λ
η−→ (Γ/[Γ,Γ]) oZ Z −→ 1,

where η is defined on the generators by

η(h(σ)) = ((. . . , 0, . . . , 0, ([σ], 0), 0, . . . , 0, . . . ), 0), η(τ) = ((. . . , 0, . . . ), 1), and

η(h(i1, ε1, . . . , in, εn;σn)) = ((. . . , 0, . . . , 0, ([σn], ε1 + · · ·+ εn), 0, . . . , 0, . . . ), 0).

Here [σ] denotes the image of the permutation σ ∈ Γ in Γ/[Γ,Γ].

Proof. It follows from relations (R7), (R8), and (R9) that the action of θ on an
element h(i1, ε1, . . . , in, εn;σn) is consistent with the definition of η and the multi-
plication in the wreath product, that is,

η(θ(h(i1, ε1, . . . , in,εn;σn))) = η(τ−1h(i1, ε1, . . . , in, εn;σn)τ)

= ((. . . , 0, . . . , 0, ([σn], ε1 + · · ·+ εn − 1), 0, . . . , 0, . . . ), 0).

It is easy to see that, since the commutant is in the kernel, the homomorphism
η : G→ (Γ/[Γ,Γ]) oZ Z is well defined by

η(g) = ((. . . , (
∏

ε1+···+εn=m

[σn],m), . . . ), 0),
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where the products are taken over all the factors h(i1, ε1, . . . , in, εn;σn) of g. These
two observations together with the universal property of the HNN-extensions (Re-
mark 1.1) enable us to extend η to the entire group Λ.

Now, notice that if λ = g1τ
ε1g2τ

ε2g3τ
ε3 · · · gnτεngn+1 ∈ Ξ, then ε1+· · ·+εn=0.

Thus

λ = g1(τε1g2τ
−ε1)(τε1+ε2g3τ

−ε1−ε2) · · · (τε1+ε2+···+εn−1gnτ
−ε1−ε2−···−εn−1)gn+1

can be represented as products of τ -conjugates of elements from G.

Using Lemma 2.9 (ii), we see that every λ = τngτ−n can be written as a
product of elements of the form τnh(σ)τ−n and τnh(i1, ε1 . . . , im, εm;σm)τ−n. The
second element equals either τn−mh(σm)τm−n or h(j1, ε

′
1, . . . , jk, ε

′
k;σm) for some

jp’s and ε′p’s. Therefore, it is easy to see that Ξ is generated by the following set

{h(i1, ε1, . . . , in, εn;σn)h(i′1, ε1, . . . , i
′
n, εn;σ−1

n ) | εk=±1, ik, i
′
k∈I−εk , ∀k; n ≥ 2, σn∈Γεn}

∪ {i, ε, i0,−ε, i1, ε, i2, ε2, . . . , in, εn;σn)h(̄i, ε, i′2, ε2, . . . , in, εn;σ−1
n ) |

n ≥ 2, , i0 ∈ Iε, i′2 ∈ I−ε2 , i, ī ∈ I−ε; ik ∈ I−εk , ε, εk = ±1, ∀k}

∪ {h(σε)h(iε,−ε, i−ε, ε;σ−1
ε ) | σε ∈ Γε, i−ε ∈ I ′ε, iε ∈ I−ε, ε = ±1}

∪ {h(i1, ε1, . . . , im, εm, i, ε, j,−ε, j1, ε′1, . . . , jn, ε′n;σ)

· h(i1, ε1, . . . , im, εm, j
′,−ε, i′, ε, j1, ε′1, . . . , jn, ε′n;σ−1) |

m,n ∈ N0, i, i
′,∈ I−ε, j, j′ ∈ Iε, σ ∈ Γε′n ; ε, εk, ε

′
k = ±1, ik ∈ I−εk , jk ∈ I−ε′k , ∀k}

∪ {τεnh(σ−ε)τ
−εnh(ι−ε, ε, . . . , ι−ε, ε︸ ︷︷ ︸

n times

;σ−1
−ε) | σ−ε ∈ Γ−ε, ε = ±1, n ∈ N}

∪ {τεnh(σ−ε)τ
−εn | n ∈ N, σ−ε ∈ Γ−ε ∩ [Γ,Γ], ε = ±1} ∪ {h(σ) | σ ∈ [Γ,Γ]} .

(8)

Take any element a ∈ Ξ\{1}. It remains to show that 〈〈a〉〉Ξ = Ξ. Relations
(R3), (R8), and (R9) and Lemma 2.9 (iii) imply that we can find a big enough n
and ik’s so that the element h(i1, ε1, . . . , in, εn;σn) does not commute with a and
does not modify a. Moreover, if we take

v ≡ h(i1, ε1, . . . , in, εn;σn)h(i′1, ε1, . . . , i
′
n, εn;σ−1

n ) ∈ Ξ \ {1},

for any i′k’s (not all equal to ik’s), we will have

〈〈a〉〉Ξ 3 b ≡ ava−1v

= h(p1, l1, . . . , pm, lm;σn)h(p′1, l
′
1, . . . , p

′
d, l
′
d;σ
−1
n )

· h(i1, ε1, . . . , in, εn;σn)h(i′1, ε1, . . . , i
′
n, εn;σ−1

n )

for some m, d, pk’s, p′k’s, lk’s, and l′k’s.
Now, it is clear that we can find big enough s and appropriate ek’s, e′′k ’s, jk’s, and
j′′k ’s, so that h(j′′1 , e

′′
1 , . . . , j

′′
s , e
′′
s ;σ−1) commutes with b and h(j1, e1, . . . , js, es;σ)

120 Ann. Sofia Univ., Fac. Math and Inf., 107, 2020, 105–127.



does not. Then,

〈〈a〉〉Ξ 3 b′ ≡ bh(j1, e1, . . . , js, es;σ)h(j′′1 , e
′′
1 , . . . , j

′′
s , e
′′
s ;σ−1)b−1

h(j′′1 , e
′′
1 , . . . , j

′′
s , e
′′
s ;σ)h(j1, e1, . . . , js, es;σ

−1)

= h(j′1, e1, . . . , j
′
s, es;σ)h(j1, e1, . . . , js, es;σ

−1) 6= 1

for some j′k’s, from relation (R3). We can take s to be big enough and adjust the
’tail’ of (j1, e1, . . . , js, es) so that e1+· · ·+en = 0. Since the tuples (j1, e1, . . . , js, es)
and (j′1, e1, . . . , j

′
s, es) are different, it follows from Lemma 2.9 (i) and from the

assumption ε1 + · · ·+ εn = 0 that

βb′β−1 = h(p′′1 , e
′′′
1 , . . . , p

′′
k , e
′′′
k , p

′′, es;σ)h(σ−1) ∈ 〈〈a〉〉Ξ

for some k ∈ N, p′′l ’s, and e′′′l ’s, where

Ξ 3 β = τ−es(λjs−es)−1 · · · τ−e1(λj1−es)−1·

·
∏

ek=−1

h(ρk1 , w
k
1 , . . . , ρ

k
tk
, wktk , w, 1;µjk−ek) ·

∏
ek=1

h(ρ̄k1 , w̄
k
1 , . . . , ρ̄

k
t′k
, w̄kt′k

, w̄,−1;µjk−ek),

and where the last two factors are chosen appropriately to bring β into Ξ. This
argument does not depend on the ’tail’ of (p1, e1, . . . , ps, es), therefore we can take
es to be either 1 or −1.

We conclude that the following are elements of 〈〈a〉〉Ξ :

c = h(σ1)h(ι1,−1, p1, e1, . . . , pk, ek, p, 1;σ−1
1 ) and

d = h(σ−1)h(ι−1, 1, q1, l1, . . . , qk, lk, q,−1;σ−1
−1)

for any big enough even number k, for any σ1 ∈ Γ1 and σ−1 ∈ Γ−1, and for some
pm’s, qm’s, em’s, and lm’s.

We claim that, in the tuples (ι1,−1, p1, e1, . . . , pk, ek, p, 1) and
(ι−1, 1, q1, l1, . . . , qk, lk, q,−1), the indices p, q, pt’s, and qt’s can be chosen arbi-
trary. To see this, consider

Ξ 3 f = h(ι1,−1, p1, e1, . . . , pt, et;ωt)h(q0,−1, q1, o1, . . . , qr, or, q, et;ω
−1
t ),

where q0 6= ι1 and where the second factor is chosen appropriately. Then by relation
(R3),

fcf−1 = h(σ1)h(ι1,−1, p1, e1, . . . , ωt(pt+1), . . . , pk, ek, p, 1;σ−1
1 ) ∈ 〈〈a〉〉Ξ .

Because of the transitivity and 2-transitivity of Σ−1 and Σ1, the claim is proven.
The element d can be manipulated similarly.

Now, consider

Ξ 3 s = h(ι−1, 1, i2, ε2, . . . , it, εt;ωt)h(ι1,−1, q′1, o
′
1, . . . , q

′
r, o
′
r, q
′, et;ω

−1
t )
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for an appropriate choice of q′l’s and pl’s so it commutes with
h(ι1,−1, p1, e1, . . . , pk, ek, p, 1;σ−1

1 ). Therefore

scs−1c−1 = h(ι−1, 1, i2, ε2, . . . , it, εt;ωt)h(σ1(ι−1), 1, i2, ε2, . . . , it, εt;ω
−1
t ) ∈ 〈〈a〉〉Ξ,

so by the transitivity of the group Σ−1, we see that every element of the form

h(ι−1, 1, i2, ε2, . . . , it, εt;ωt)h(i1, 1, i2, ε2, . . . , it, εt;ω
−1
t )

belongs to 〈〈a〉〉Ξ. Products of such elements yield

h(i′1, 1, i2, ε2, . . . , it, εt;ωt)h(i1, 1, i2, ε2, . . . , it, εt;ω
−1
t ) ∈ 〈〈a〉〉Ξ

for any i1, i
′
1 ∈ I−1. By making the same argument that uses transitivity and 2-

transitivity, we see that we can change the il indices of the first factor, so we infer
that the first set of (8) belongs to 〈〈a〉〉Ξ .

Consider an integer n ≥ 2, an even number k ≥ 2, and an appropriate
h(j1, ε

′
1, . . . , jk, ε

′
k;σ) that commutes with h(i1, ε1, i2, ε2, . . . , in, εn;σn) and with

h(ι−ε1 , ε1, i2, ε2, . . . , in, εn;σ−1
n ) and has the property that

δ′ ≡ τε1h(σ)τ−ε1h(j1, ε
′
1, . . . , jk, ε

′
k;σ−1)

belongs to Ξ. Then

δ′h(i1,ε1, i2, ε2, . . . , in, εn;σn)h(ι−ε1 , ε1, i2, ε2, . . . , in, εn;σ−1
n )(δ′)−1

=h(ι−ε1 , ε1, σ(ιε1),−ε1, i1, ε1, i2, ε2, . . . , in, εn;σn)

h(ι−ε1 , ε1, σ(i2), ε2, . . . , in, εn;σ−1
n ) ∈ 〈〈a〉〉Ξ .

Products of those elements with elements from the first set give all the elements
from the second set of (8), so it is included in 〈〈a〉〉Ξ .

The third set of (8) belongs to 〈〈a〉〉Ξ since its elements are products of the
elements c and d above with elements from the second set.

A generic element of the fourth set of (8) can be written as

h(i1, ε1, . . . , im, εm, i, ε, j,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ)·
h(i1, ε1, . . . , im, εm, j

′,−ε, i′, ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ−1), (9)

where we have written ε′1 = ε. We must show that this element belongs to 〈〈a〉〉Ξ .

First, we start with the following element from the first set of (8)

〈〈a〉〉Ξ 3 z = h(i1, ε1, . . . , im, εm, i, ε, ι−ε, ε, q,−ε, j,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ)·
h(i1, ε1, . . . , im, εm, i, ε, ι−ε, ε, q,−ε, ιε,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ−1),

where q ∈ I ′ε.
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Next, using Lemma 2.9 (i) and adopting the notations thereof, we define

Ξ 3 γ = λi1−ε1τ
ε1 · · ·λim−εmτ

εmλi−ετ
2ε(λqε)

−1τ−2ε(λi−ε)
−1

· τ−εm(λim−εm)−1 · · · τ−ε1(λi1−ε1)−1 · h(r1, e1, . . . , r2l−1, e2l−1, r̄−ε, ε;µ
q
ε)

for appropriate rk’s and ek’s satisfying e1 + · · · + e2l−1 + ε = 0 and for which the
last factor commutes with everything in the next expressions. Then

γzγ−1 = h(i1, ε1, . . . , im, εm, i, ε, j,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ) · h̄,

where

h̄ ≡ γh(i1, ε1, . . . , im, εm, i, ε, ι−ε, ε, q,−ε, ιε,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ−1)γ−1

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmλi−ελ
ī
−ετ

ε · · ·λjn−ε′nτ
ε′nh(σ−1)

· τ−ε
′
n(λjn−ε′n

)−1 · · · τ−ε(λī−ε)−1(λi−ε)
−1τ−εm(λim−εm)−1 · · · τ−ε1(λi1−ε1)−1

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmλi−εh(̄i, ε, j2, ε
′
2, . . . , jn, ε

′
n;σ−1)(λi−ε)

−1τ−εm(λim−εm)−1· · ·τ−ε1(λi1−ε1)−1

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(µi−ε(̄i), ε, j2, ε
′
2, . . . , jn, ε

′
n;σ−1)τ−εm(λim−εm)−1 · · · τ−ε1(λi1−ε1)−1.

Likewise, we consider the following element from the first set of (8)

〈〈a〉〉Ξ 3 z′ =h(i1, ε1, . . . , im, εm, j
′,−ε, ιε,−ε, p, ε, ι−ε, ε, µi−ε(̄i), ε, j2, ε′2, . . . , jn, ε′n;σ)

· h(i1, ε1, . . . , im, εm, j
′,−ε, ιε,−ε, p, ε, i′, ε, µi−ε(̄i), ε, j2, ε′2, . . . , jn, ε′n;σ−1),

where p ∈ I ′−ε and define

Ξ 3 γ′ =λi1−ε1τ
ε1 · · ·λim−εmτ

εmλj
′

ε τ
−2ε(λp−ε)

−1τ2ε(λj
′

ε )−1

· τ−εm(λim−εm)−1 · · · τ−ε1(λi1−ε1)−1 · ·h(r′1, e1, . . . , r
′
2l−1, e2l−1, r̄−ε, ε;µ

p
−ε)

for appropriate r′k’s. Then,

γ′z′(γ′)−1 = ¯̄h · h(i1, ε1, . . . , im, εm, j
′,−ε, i′, ε, µi−ε(̄i), ε, j2, ε′2, . . . , jn, ε′n;σ−1),

where

¯̄h ≡γ′h(i1, ε1, . . . , im, εm, j
′,−ε, ιε,−ε, p, ε, ι−ε, ε, µi−ε(̄i), ε, j2, ε′2, . . . , jn, ε′n;σ)(γ′)−1

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmλj
′
ε h(µi−ε(̄i), ε, j2, ε

′
2, . . . , jn, ε

′
n;σ)(λj

′
ε )−1τ−εm(λim−εm)−1· · ·τ−ε1(λi1−ε1)

−1

=λi1−ε1τ
ε1 · · ·λim−εmτ

εmh(µj
′
ε (µi−ε(̄i)), ε, j2, ε

′
2, . . . , jn, ε

′
n;σ)τ−εm(λim−εm)−1· · ·τ−ε1(λi1−ε1)−1

=(h̄)−1 ,

since µj
′

ε (µi−ε(̄i)) = µi−ε(̄i), due to relation (R6) and µi−ε(̄i) ∈ I−ε. Finally,

〈〈a〉〉Ξ 3 γzγ−1·γ′z′(γ′)−1 = h(i1, ε1, . . . , im, εm, i, ε, j,−ε, ī, ε, j2, ε′2, . . . , jn, ε′n;σ)

· h(i1, ε1, . . . , im, εm, j
′,−ε, i′, ε, µi−ε(̄i), ε, j2, ε′2, . . . , jn, ε′n;σ−1),

and after a multiplication with an element from the first set of (8), we get the
element (9).
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Therefore the fourth set of (8) is in 〈〈a〉〉Ξ .

Repeating almost verbatim the corresponding part of the proof of Theorem [8,
Theorem 3.16] gives us that the seventh set of (8) belongs to 〈〈a〉〉Ξ. Note that if
Σε = Sym(2), then [Σε,Σε] is the trivial group.

Next, we take numbers m > n and

γ′′ = τεmh(σ′−ε)τ
−εmh(j1, ε, . . . , jm+1, ε, j,−ε; (σ′−ε)

−1) ∈ Ξ,

where σ′−ε ∈ Γ−ε, jk ∈ I ′−ε, ∀k, and j ∈ I ′ε, with the relation (σ′−ε)
−1(ιε) = q for

some q ∈ I ′ε.
After that, we take the following element of 〈〈a〉〉Ξ (it is a product of elements from
the second and fourth set)

x ≡ h(ι−ε, ε, . . . , ι−ε, ε︸ ︷︷ ︸
m times

, q,−ε, ιε,−ε, . . . , ιε,−ε︸ ︷︷ ︸
m−n−1 times

;σ−ε)·

· h(ι−ε, ε, . . . , ι−ε, ε︸ ︷︷ ︸
m times

, q,−ε, ιε,−ε, . . . , ιε,−ε︸ ︷︷ ︸
m times

, p, ε, ι−ε, ε, . . . , ι−ε, ε︸ ︷︷ ︸
n−1 times

;σ−ε),

where p ∈ I ′−ε. Then

γ′′x(γ′′)−1 = τεnh(σ−ε)τ
−εn · h(p, ε, ι−ε, ε, . . . , ι−ε, ε︸ ︷︷ ︸

n−1 times

;σ−ε) ∈ 〈〈a〉〉Ξ.

Therefore upon a multiplication by an element from the first set of (8), we infer
that the fifth set of (8) belongs to 〈〈a〉〉Ξ .

Finally, the argument from Theorem [8, Theorem 3.16] can be used for the
sixth set of (8) the same way it was used for the seventh set.

This completes the proof. �

Remark 2.14. The example introduced in [3, Section 5] corresponds to the
case Σ−1

∼= Σ1
∼= Sym(2). Theorem 2.13 corresponds to [3, Proposition 5.11] in

this particular case.

2.5. ANALYTIC STRUCTURE

In this section, we use some results from [8, Section 2].

Lemma 2.15. The group Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1] is a non-ascending
HNN-extension and its action on its Bass-Serre tree is minimal and of general type.

Proof. Since the action is transitive, it is minimal. Since H 6= G 6= θ(H), then Λ
is nondegenerate and non-ascending. The result now follows from [7, Proposition
20]. �
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Theorem 2.16. The HNN-extension Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1] has a
unique trace. It is C∗-simple if and only if either one of the groups Σ−1 and Σ1 is
non-amenable.

Proof. Lemma 2.15 enables us to apply [3, Theorem 4.19] to conclude that Λ has the
unique trace property since ker Λ is trivial. It also enables us to apply [3, Theorem
4.20] to conclude that Λ is C∗-simple if and only if K−1 and K1 are non-amenable,
which, by Lemma 2.12, is equivalent to the requirement that some of the groups
Σ−1 and Σ1 is non-amenable. �

Finally, we prove

Theorem 2.17. The HNN-extension Λ = Λ[Σ−1,Σ1] in not inner amenable.

Proof. Lemma 2.15 allows us to apply [8, Proposition 2.3], so we need to show that
the action of Λ = Λ[I−1, I1, ι−1, ι1; Σ−1,Σ1] on its Bass-Serre is finitely fledged.

For this, take any elliptic element g ∈ Λ \ {1}. Since g fixes some vertex, it
is a conjugate of an element of G. The finite fledgedness property is conjugation
invariant, so we can assume g ∈ G \ {1}.

From Lemma 2.9 (ii), we can write g = h(σ)h−1h1, where σ ∈ Γ,

h−1 =

m∏
k=1

h(ik1 ,−1, ik2 , εk,2, . . . , i
k
nk
, εk,nk

;σk) ,

h1 =

r∏
l=m+1

h(il1, 1, i
l
2, εl,2, . . . , i

l
nl
, εl,nl

; θl) ,

r≥m≥0, σk ∈ Γεk,nk
, θl ∈ Γεl,nl

, and ipz ∈ I ′εp,z . We also require 0 ≤n1≤ . . .≤ nm
and 0 ≤ nm+1 ≤ · · · ≤ nr.

Let us assume that g fixes a vertex v = v(i1, ε1, . . . , in, εn), where
n ≥ max{nm, nr} + 1, and let’s take w = v(i1, ε1, . . . , in, εn, . . . , in+d, εn+d) for
any d ≥ 1. We note that h−ε1 fixes w and h(σ)hε1 modifies only indices with
numbers no greater than {nm, nr}+ 1 ≤ n. Therefore

h(σ)hε1v = v(i′1, ε1, . . . , i
′
n, εn) and

h(σ)hε1w = v(i′1, ε1, . . . , i
′
n, εn, in+1, εn+1, . . . , in+d, εn+d)

for some i′k ∈ I ′−εk . By our assumption, it follows that

v = gv = h(σ)hε1v = v(i′1, ε1, . . . , i
′
n, εn).

Thus i′k = ik for all 1 ≤ k ≤ n, and therefore gw = w.

This concludes the proof. �
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Corollary 2.18. Theorems 2.16 and 2.13 imply:
If either Σ−1 or Σ1 is non-amenable, then the amenablish radical of Λ is trivial.
If Σ−1 and Σ1 are both amenable, then Λ is amenablish.

Proof. If we show that the centralizer CΛ(Ξ) is trivial, [2, Theorem 4.1] will im-
ply that Λ is C∗-simple if and only if Ξ is C∗-simple. Since Ξ is simple, if it is
not C∗-simple, then it is amenablish, and therefore Λ is also amenablish because
(Γ/[Γ,Γ]) oZ Z is amenable. If Ξ is C∗-simple, then so is Λ, thus both of their
amenablish radicals are trivial.

To illustrate that CΛ(Ξ) is trivial, assume that there is a nontrivial g ∈ CΛ(Ξ).
Then g can be written as in Lemma 2.9 (iii), and using relations (R3), (R7), and
(R8), we can find a non-trivial element of Ξ

h(i1, ε1, . . . , im, εm, j1, ε
′
1, . . . , jn, ε

′
n;σ) · h(i1, ε1, . . . , im, εm, j

′
1, ε
′′
1 , . . . , j

′
n, ε
′′
n;σ−1)

that does not commute with g, a contradiction. �
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1. INTRODUCTION AND STATEMENT OF THE RESULT

Throughout this paper, the notation πn will stand for the set of algebraic poly-
nomials of degree not exceeding n. In 1906 G. D. Birkhoff [2] formulated a general
problem on interpolation by algebraic polynomials, which includes as particular
cases the Lagrange and Hermite interpolation problems. Before formulating the
Birkhoff interpolation problem (BIP), we need the following:

Definition 1. An incidence matrix E = {eij} n r
i=1, j=0 is a matrix with elements

eij ∈ {0, 1}. The number of 1-entries in E is denoted by |E|, and we shall assume
always that E is a normal incidence matrix , i.e., |E| = r + 1.

The Birkhoff interpolation problem (BIP). Given an incidence matrix
E = {eij} n r

i=1, j=0, a vector of interpolation nodes X = (x1, x2, . . . , xn) ∈ Rn,
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x1 < x2 < · · · < xn, and a data set {γij ∈ C : eij = 1}, find a polynomial
p ∈ π|E|−1 such that

p(j)(xi) = γij , {i, j} : eij = 1 . (1.1)

It should be pointed out that, unlike the Lagrange and Hermite interpolation
problems, which are known to have a unique solution, the general BIP is not always
solvable.

Definition 2. An incidence matrix E = {eij} n r
i=1, j=0 is said to be (order)

regular, if for every vector of interpolation nodes X = (x1, x2, . . . , xn) ∈ Rn, x1 <
x2 < · · · < xn, and a data set {γij ∈ C : eij = 1}, the BIP (1.1) has a unique
solution.

Surprisingly enough, despite the efforts of many mathematicians, the problem
of complete characterization of the regular incidence matrices remains open. A
simple necessary condition for regularity was found by Pólya.

Pólya condition. A necessary condition for E = {eij} n r
i=1, j=0 to be regular

is
n∑
i=1

k∑
j=0

eij ≥ k + 1 , k = 0, . . . , |E| − 1 . (1.2)

In 1969 Atkinson and Sharma [1] found a simple sufficient condition for regu-
larity. We need another definition before formulating their result.

Definition 3. A block is called any maximal sequence of 1-entries in a row of
E. A block eij = ei,j+1 = · · · = ei,j+`−1 = 1 is called even , resp. odd , if its length
` is even, resp. odd number. The smallest column index j of 1-entry in a block
defines its level. Hermitian block is a block with level 0.

A row ei = (ei,0, ei,1, . . . , eir) of E is called Hermitian row of length k if it
contains a single block which is Hermitian with length k.

A block eij = ei,j+1 = · · · = ei,j+`−1 = 1 in an interior row ei, 1 < i < n, is
called supported, if there are 1-entries in rows i1 and i2, i1 < i < i2 with column
indices j1, j2 < j.

Atkinson–Sharma Theorem. Every incidence matrix E = {eij} n r
i=1, j=0

which satisfies the Pólya condition (1.2) and does not contain supported odd blocks
is regular.

Note that the incidence matrices corresponding to Lagrange’s and Hermite’s
interpolation problems fulfill the assumptions of the Atkinson–Sharma Theorem.
Indeed, their incidence matrices contain only Hermitian rows (with length one in
the Lagrange case), therefore obviously satisfy the Pólya condition and, as their
rows contain only blocks with level 0, these blocks are not be supported.
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Atkinson and Sharma also conjectured that all matrices that contain odd sup-
ported blocks are not regular. However, Lorentz and Zeller [11] found a counterex-
ample to this conjecture, showing that the three-row incidence matrix

E =

1 1 0 0 0 0
0 1 0 0 1 0
1 1 0 0 0 0

 (1.3)

is regular, despite having two odd supported blocks.

Since the problem of characterizing the regularity of general incidence matrices
turns out to be a very difficult one, some authors [3, 4, 5, 6, 9, 10] have studied
the special class of almost Hermitian matrices, which are incidence matrices which
have only one (interior) non-Hermitian row. Special attention has been paid to the
three–row almost Hermitian matrices. Particular reason for the interest in three–
row matrices is that, by applying technique of splitting (de-coalescence) of rows,
singularity of such matrices can imply singularity of incidence matrices with more
rows, see e.g. [8].

Definition 4. A three–row almost Hermitian incidence matrix E(p, q; k1, k2)
is an incidence matrix with its first and third row Hermitian of length p and q,
respectively (with p ≤ q), and single 1-entries (blocks of length one) in the middle
row in positions k1 and k2, where 1 ≤ k1 < k2 − 1 (the case k1 = k2 − 1 is handled
by the Atkinson-Sharma theorem).

It follows from the results in [9, 10] that E(p, q; k1, k2) is not regular unless one
of the following conditions is satisfied (see [13, Theorem 8.5]):

p ≤ k1 < k2 − 1 ≤ q , (1.4)

q + 1 < k2 and k1 + k2 = p+ q + 1 . (1.5)

Only in the second case (called in [13, p. 104] as the symmetric exterior case)
the regularity is completely characterized. Precisely, in this case E(p, q; k1, k2) is
regular if and only if p = q (for more details, see [13, Theorem 8.15]). In the present

note we present a short proof of the “if part” (the sufficiency). More precisely, we
prove the following

Theorem 1. The almost Hermitian matrix E(m,m; k, 2m+ 1− k) is regular
for every k ∈ N, 1 ≤ k < m.

Notice that the matrix in (1.3) corresponds to the case m = 2, k = 1.

Our proof of Theorem 1 makes use of some properties of the Gegenbauer poly-
nomials, in particular of the Legendre polynomials.
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2. PROOF OF THEOREM 1

The claim of Theorem 1 is equivalent to the following statement:

Proposition 1. Let m, k ∈ N, 1 ≤ k < m. Then for every x ∈ (−1, 1) and
data set {(aj , bj), j = 0, 1, . . . ,m−1; c, d} there exist a unique algebraic polynomial
Q(x) of degree not exceeding 2m+ 1 satisfying the interpolation conditions

Q(j)(−1) = aj , j = 0, 1, . . . ,m− 1,

Q(j)(1) = bj , j = 0, 1, . . . ,m− 1,

Q(k)(x) = c,

Q(2m+1−k)(x) = d .

(2.1)

The linear system for the coefficients of Q has a unique solution if and only if
the corresponding homogeneous system has only trivial solution. The polynomial Q
which satisfy the homogeneous system has zeros of multiplicity m at ±1, therefore
is of the form

Q(t) = ω(t)
[
A(t− x) +B

]
, ω(t) = (x2 − 1)m

with constants A and B determined by Q(k)(x) = Q(2m+1−k)(x) = 0, i.e., by the
linear system∣∣∣∣ B ω(k)(x) + Ak ω(k−1)(x) = 0

B ω(2m+1−k)(x) + A (2m+ 1− k)ω(2m−k)(x) = 0 .

To prove Proposition 1, and thereby Theorem 1, we heed to show that the unique
solution of this last system is A = B = 0, which is equivalent to showing that
∆(x) 6= 0 for every x ∈ (−1, 1), where

∆(x) = kω(k−1)(x)ω(2m+1−k)(x)− (2m+ 1− k)ω(k)(x)ω(2m−k)(x) . (2.2)

For the proof of (2.2) we shall use some properties of the Legendre polynomials,
the orthogonal polynomials in [−1, 1] with respect to the constant weight function.
Recall that the n-th Legendre polynomial Pn is defined by

Pn(x) =
1

2n n!

( d
dx

)n{
(x2 − 1)n

}
.

For j = 1, 2, . . . ,m, we define recursively the j-fold anti-derivative Sj(x) of Pm by

Sj(x) =

x∫
−1

Sj−1(t) dt, S0(x) = Pm(x) .

In view of the definition of Legendre polynomials, we have

Sj(x) =
1

2mm!
ω(m−j)(x) , j = 0, 1, . . . ,m . (2.3)

For the proof of (2.2) we shall need the following lemma.
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Lemma 1. For j = 1, 2, . . . ,m, there holds

Sj(x) =
(m− j)!
(m+ j)!

(x2 − 1)j
( d
dx

)j{
Pm(x)

}
. (2.4)

Proof. We apply backward induction on j. Since
(
d
dx

)m{
Pm(x)

}
= (2m)!

2mm! ,

(2.3) shows that equality (2.4) is true for j = m. Assuming that (2.4) is true for
some j, 1 ≤ j ≤ m, we obtain

Sj−1(x) = S′j(x) =
(m− j)!
(m+ j)!

d

dx

{
(x2 − 1)j

( d
dx

)j{
Pm(x)

}}

=
(m−j)!
(m+j)!

(x2−1)j−1

{
(x2−1)

( d
dx

)j+1{
Pm(x)

}
+2j x

( d
dx

)j{
Pm(x)

}}

=
(m− j)!
(m+ j)!

(x2 − 1)j−1
{

(x2 − 1)z′′ + 2j x z′
}
,

(2.5)

where

z(x) =
( d
dx

)j−1{
Pm(x)

}
. (2.6)

At this point we exploit some well-known properties of the Gegenbauer polynomials.
The Gegenbauer polynomial Cλn is the n-th orthogonal polynomial in [−1, 1] with
respect to the weight function wλ(x) = (1 − x2)λ−1/2 (and the n-th Legendre

polynomials Pn equals C
1/2
n ). The Gegenbauer polynomials satisfy the ordinary

differential equation

(1− x2)y′′ − (2λ+ 1)x y′ + n(n+ 2λ)y = 0 , y = Cλn(x) (2.7)

and their derivatives satisfy d
dx

{
Cλn(x)

}
= 2λCλ+1

n−1(x) (see [14, eqns. (4.7.5) and
(4.7.14)]). From this last property we observe that, apart from a constant factor,

the polynomial z(x) in (2.6) is equal to C
j−1/2
m−j+1(x). Then, according to (2.7),

(x2 − 1)z′′ + 2j xz′ = (m− j + 1)(m+ j) z ,

and substituting this expression in (2.5) we obtain

Sj−1(x) =
(m− j + 1)!

(m+ j − 1)!
(x2 − 1)j−1 z(x) .

With this the induction step from j to j − 1 is done. Lemma 1 is proved. �

We proceed with the proof of (2.2). From (2.3) and( d
dx

)j{
Pm(x)

}
=

1

2mm!
ω(m+j)(x)
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we observe that Lemma 1 is equivalent to the identity

ω(m−j)(x)

(m− j)!
= (x2 − 1)j

ω(m+j)(x)

(m+ j)!
, j = 1, . . . ,m . (2.8)

With j = m− k + 1 and j = m− k this yields

ω(k−1)(x)

(k − 1)!
= (x2 − 1)m−k+1 ω

(2m+1−k)(x)

(2m+ 1− k)!
,

ω(k)(x)

(k)!
= (x2 − 1)m−k

ω(2m−k)(x)

(2m− k)!
.

By expressing ω(2m+1−k) and ω(2m−k) and substitution in (2.2) we find that

∆(x) = k!(2m+ 1− k)!
{ω(k−1)(x)

(k − 1)!

ω(2m+1−k)(x)

(2m+ 1− k)!
− ω(k)(x)

k!

ω(2m−k)(x)

(2m− k)!

}
=

(2m+ 1− k)!

k!
(x2 − 1)k−m−1

{[
kω(k−1)(x)

]2
+ (1− x2)

[
ω(k)(x)

]2}
.

Since the zeros of ω(k−1) and ω(k) interlace, the sum in the last curl brackets is
positive for x ∈ (−1, 1), and consequently ∆(x) 6= 0 for x ∈ (−1, 1). With this the
proof of Proposition 1 is complete.
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